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The user may simulate not only the gross dynamics of the flight profile (from
an external or internal profile generation) but also the angular and linear
random vibrations resulting from gusts and turbulence acting on the airframe.
The total environment is applied to the models of the inertial components
(laser or SDR gyros and pendulous accelerometers). The resulting outputs of
simulated IMU are summed in an interface module and compensated and scaled
in the simulated navigation computer. The latter also contains the velocity/
attitude algorithm, which computes the body-to-inertial transformation, using
either the direction cosine matrix or quaternion, an4 the navigation algorit*hm
which numerically integrates the specific forces after transformation to the
local vertical, wander azimuth computational frame. The outputs of the
simulated navigation computer are the computed position, velocity, and attitude
of the vehicle with respect to a local vertical, north pointing frame. The
fli'ght profile and the differences between it and the simulated navigation
computer outputs are tabulated in an evaluation module for printing, plotting,
or post processing.

A ground alignment Kalman filter for the INSS, also developed under this task,

is not documented in this report, but may be available from AFAL/RIVA-2 or -3.

The program is written in Fortran IV for use on a CD6600/CYBER74.

The report is structured as follows:

* Volume I is the Introduction and Summary
* Volume II contains analytical development of the 9quations to

be mechanized and the transition to difference equation form

:.J* Volume III is the Program Description and User's Guide

* Volume IV contains Program Listings.
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SECTION I

INTRODUCTION

1.1 Objectives and Rationale

This volume contains the analytical development of the equations

required for mechanization of a strapdown inertial navigation system

simulation program.

I" One objective of this volume is to help clarify the meanings of

the relationships between the multiply-defined coordinate frames which

occur throughout the program. These multiply-defined frames do not

materially complicate the coding but can impede analytical insight un-

less fully understood. This effort is concentrated in the Appendices

(mainly Appendix B) and the results are simply introduced in the main

a ( body.

Another objective is to provide the necessary analytical fondation

for the equations which often merely appeared in earlier documntation.

Program structure was unchanged but several modules were reworked, the

laser gyro and Copensation ate completely news the navigation and velo-

city-attitude algorithm are upgraded per (5).

The approach to providing the analytical development of the equations

actually coded started with inverse Fortran transformation of the code -

to obtain the difference equations mechanized - followed by rederivation

of these equations and corrections where necessary.

112 SUMAU~r

Starting with discussion of the need filled by the TNSS and t'ie

general structure of the program, the remainder of the volume derives,
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develops, and thepresents revelant algorithms, generally on a module-

by-module basis.

Section 3 describes the interim trajectory module-a self-contained

driver which does not permit aircraft maneuvers. Although, the pre-

decessor of this module was used almost exclusively in the earlier version

of program, it was not documented in the reports. This time the trajectory

module, which interfaces with PROFGEN, is omitted since it and a modified

PROFGEN program are currently available at AFAL.

Section 4 develops and presents the equations and algorithms nec-

essary to simulate directly the random linear and angular motion of the

vehicle defined by six displacement power spectral densities. The

resultant random, motion is superimposed on the trajectory output and

passed on to the inertial component modules but not to the evaluation

module, hence vibration appears as navigation errors,

Section 5 develops and presents the models for a triad of single

degree-of-freedom, floated, rate inteqratinq qyros (operated in a rate

mode) or ring laser gyros and the related compensation, which latter is

performed in the simulated navigation computer. The dynamics of the SDOF

gyros are derived from first principles, then reduced to algorithmic form,

where the user t given the choice of three dynamic models varying in

effective bandwidth. The treatment of component alignment, is rather

complex, and despite the explanation (In Appendix 1), must be approachd

with caution. The laser gyros md compensation models are completely new

and 4t based mainly on test data. They are vastly simplified relative to

their predecessors in the earlier versions of the program. The user may

:I select either type of gyro by appropriate module substitution.

Section 6 develops and presents the models for a triad of strapdowt,

pendulous, single ais, viscous damped accelerometers with into rated,

digital outputs. The linear acceleration resulting from locating the,

accelerometers some distance from the center of" rotation of the vehicle

is included, in addition to the errors sources affectLing SIOF, floated

accelerometers. Three dynamic models may be selected. The compensation

scheme, which is included, is more complete than that appearing in most "

cperational" mechanization.

1-2
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Section 7 presents the velocity-attitude computations for a strap-

down inertial navigator. Since the relevant equations and algorithms

were developed in (3) and (5), there was no necessity to develop them

from first principles. Updating of the alignment quaternion or direction

cosine matrix (d.c.m) by a first, second, or third order algorithm is

* permitted, with (ortho) normalization at a user-specified frequency.

Regardless of the form of update employed, a d.c.m. is formed, since it

is required in attitude extraction. A separate, mid-computation cycle

d.c.m. is computed for incremental velocity transformation.

Section 8 presents the navigation computations for a strapdown INS,

wherein incremental velocity is summed in an inertial frame, then trans-

foied to a LVWA frame for integration. The navigation algorithm corres-

ponds closely to the upqraded algorithm of (5), except for the incremental

velocity summation in the iriertial rather than the LVWA frame. Attitude

is extracted from the appropriate matrix product. Third order vertical

channel damping is employed using the simulated barometric altimeter input

as a reference.

SOctiom 9 briefly describos the error evaluation routine.

Appendix A, extracted from (5) defines single axiA rotations and

the general rotation matrlx.

Apiendix a discusses awd doecribes the simplest set of coordinate
frames and transformatiots which could be employed in thei simulation of

a strapdown INS with a LVWA computational frane, and transformations

actually employed.

nApp ndix C presents tho rotation matrix in terms of tho direction

cosilnes of the a xi of rotation and the wngle of rotation and shows the

rolationship between a d.c.m and a unit quaternion.

Appendix D diicugses the inertial component aligqnment matrices

and indicates how the required 117 entries describing cotaponent alignment

may be generated for the component models and comqensation.
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SECTION 2

OVERVIEW OF INSS

2.1 The Evolution of the Strapdown Inertial Navigation System

2.1.1 Historical Prologue

Twenty years ago, inertial navigation and guidance systems were in

their infancy.

The inertial measuring unit (IMU) contained three single-degree-

of-freedom rate integrating gyros and two or three floated pendulous

accelerometers or pendulous integrating gyro-acvelerometers (PIGA).

Between the inertial sensors and the IMU case were three to five gim-.

bals, each with its own gimbal torque motor (usually geared, two-phase)

and one or more resolvers and/or synchros.

The navigation computer was inevitably analog, generally with

electromechanical integrating servos, employing motors with tachometer-

*i generator fccdback. The platform resolvers were frequently part of the

analog computer. Vacuum tubes were being replaced by transistors; the

silicon power transistor was brand new. Coordinate transformations (if

required) employed resolver chains. The first airborne, transistorized,

digital computer - with a digital differential analyser -was in the offing.

The mechanization of choice, for terrestrial (aircraft) applica-

tions, was the "analytic" or local-level, north-pointing system, where-

in three of the gimbal synchros provided direct indication of the air-

craft attitude - roll, )itch and heading (in the five gimbal "goomatric"

system, synchros or encoders also provided direct outputs of latitude

and longitude).

Two other possible mechanizations were of largely academic inter-

. cat at this time, the "space stable" (or inertially-stabilized) system

and the "gimballess" (or strapdown) system. Both of these mechaniza-

tions were "waiting the advent of smaller, faster, more powerful, air-
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borne digital computers and the development of pulse-rebalanced gyros

and accelerometers.

2.2 The Dawn of the Strapdown System

With the advent of the sixties, active strapdown system development

began in earnest. Some of the advantages of the gimballed mechaniza-

tions soon came to be more widely appreciated, namely the isolation of

the inertial components from the angular motion environment, by the

gimbal servos at low frequencies and by the inertia of the stable

element at higher frequencies. Generally, further isolation of the

inertial components from angular and linear vibration environment was

provided by platform isolators, with natural frequencies on the order

of 20 to 50 Hz.

Most of the structural modes of the aircraft are below 20 Hz, so

a strapdown system, even with isolators, would be subjected to sizable,

coupled, angular and linear vibration inputs at low frequencies, as

well as the gross vehicle motion due to maneuvers. Some of the result-

ing errors are due to the kinematics of the motion experienced by the

sensors, as in "coning" and "anisoinertia", and will affect even per-

fect inertial sensors, while others are the results of the interaction

of the environment and the dynamics of the particular sensor and its

rebalance loop. Only in very special cases are the effects of the

above types of forcing functions on strapdown inertial navigation sys-

tem performance analytically tractable. Thus the available methods of

assessing strapdown inertial component or system performance, short of

actual flight, are reduced to environmental test and simulation.

Strapdown systems also impose rather severe computational require-

ments on their navigation computers. These arise from the necessity of

transforming the incremental velocity outputs of the accelerometer from

the vehicle or body frame to an inertial or earth-referenced computa-

tional frame in which the position and velocity of the vehicle are
computed.
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Since this transformation includes the total vehicle angular

motion due to both maneuvers and vibration (up to several hundreds of

degrees per second), it has to be computed very frequently and very

accurately. Computational errors in strapdown systems could easily

equal or exceed the entire system error budget. Here again, the analy-

tical assessment of computational error propagation in strapdown algo-

rithms generally included only those special cases which were analy-

tically tractable.

These analytical results led to the re-emergence of the quaternion

(from the mists of antiquity) as the preferred means of generating the

transformation from the body (inertial sensor) frame to the computation-

al frame. Very recent indications are that at least one strapdown sys-

tem manufacturer is returning to the "old" direction cosine or rotation

matrix directly.

2.3 The Present Situation

The first strapdown system was flown about ten years ago. Today,

there are a number of strapdown systems in varying stages of develop-

ment and/or test. Flight test results range from low accuracy to mod-

erately high accuracy. With regard to the inertial components, all the

accelerometers used are of the pendulous, single-axis variety, gener-

ally with analog loops and external analog-to-digital conversion. A

full range of gyro types are found ranging from two-degree-of-freedom,

free gyros (ESG's) and two-degree-of-freedom, dry-tuned gyros to single-

degree-of-freedom floated, rate-integrating gyros and laser gyros, with

a variety of gyro signal digitization methods. Only the laser gyro has

an inherently digital output.

The digital computers for the strapdown IMU's are changing so rapid-

ly that no general characterization is likely to be correct for long,

beyond the fact that the word length is ususally 16 bits and the cycle
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time is less than one microsecond. They are small, fast, powerful, and

cheap, compared with their mini-based predecessors of a few years ago.

2.4 Justification for the Inertial Navigation Strapdown Simulator (INSS)

With the proliferation of existing and projected strapdown INSS's,

the need for a flexible, powerful tool for the evaluation of the pro-

jected performance of candidate strapdown systems in their operational

environment became evident.

It was in an attempt to fulfill this need that the INSS was

generated.

.1 2.5 Characteristics of the INSS, or What Does the Simulator Do?

The simulator performs the following functionst

a) Provides a flight profile for a point-mass aircraft executing

coordinated maneuvers. Profile includes position, velocity,

accleration and attitude of the aircraft.

b) Superimposis on the flight profile, the angular and linear

,tion of the aircraft in response to random aerodynamic

forces such .s clusto and turbulence.
c) Operates on the specific force and angular velocity to produce

the ideal body frame values of those quantities and the cortes-

• ponding angulaL acceleration.

dllntegrates the gyro and aeelerometer equations of motion, of

the form spec "ied, after accounting for the displacements of

the inert-lI components from the "center" of the point-mass

vehicle, and their orientations with respect to the body frame.

Incozporates effecti of component parametmrs and environment

on component outputs.
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e) Reads true altitude and perturbs the same according to the al-

timeter model.

f) Transmits sensor data from simulated IMU to simulated naviga-

tion computer, and resets sums.

g) Performs accelerometer coupensation function (this is essen-

tially the inverse of the accelerometer model, withi errors and

omissions).

h) Using compensated accelerometer outputs (AV's) and gyro out-

puts (Ae's) it performs the gyro compensation (again, this is

essentially the inverse of the gyro model, with errors and

omissions).

i) Updates the body-to-inertial-frame transformation (direction

cosine matrix, DCM) and transforms the incremental velocities

to the inertial frame (either a DCM or a quaternion update

may be employed).

j) Transforms the incremental velocities to the local vertical

wander azimuth computational frame and computes local vertical

position and velocity (incorporating the barometric altimeter

for vertical danping) and attitude.

k) As required, the navigator outputs are differenced with the

flight profile values and the resulting errors are printed

out and/or plotted.

These functions are shown pictorially ir, Figure 2-1.
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SECTION 3

TRAJECTORY GENERATION

The INSS may employ any trajectory module which is compatible with

the conventions used in the remainder of the modules.

The trajectory module which will normally be used to investigate

the effects of vehicle dynamics encountered in tactical aircraft is

available from the Air Force Avionics Laboratory (RWA-3). This module

accepts the outputs of an independent, ArAL-developed, flight profile

generator program, PROFGEN(2), which has recently been modified to

simulate more closely the dynamics of a point-mass aircraft.

PROFGEN outputs will include the geodetic position (and wander

angles if appropriate) earth-relative velocity, and attitude (roll,
I pitch, and yaw or heading), in addition to specific force (or incre-

mental velocity) in any of several preselected coordinate frames. The

earth and gravity models employed in PROFOEN are based on the WGS72

Ellipsoidal Earth Model (1) and hence are compatible with the INSS

modules.

The function of the 1NSS trajectory module, is this case, is largely

a matter of accepting the PROFGEN outputs and performing such operations

(as initialization, summation, transformation, etc) as are necessary

before passing the data on to the remaining INSS modules. The above

trajectory module and the flight profile generator program, PRO-GEN, are

* not described further in this report. Instead, the interim trajectory

module (which provides the same output data) is described in the remainder

of tnis section.
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The trajectory generation module (TRJ) allows the user to simulate

elementary flight profiles by specifying a simple set of flight control

parameters. The module TRJ was designed as a program driver for software

development and debugging; therefore, it has very limited capabilities.

It is restricted to constant velocity profiles at fixed aircraft headings.

In addition, there is no provision for roll or pitch motion.

The user specifies the initial position, wander angle, and attitude

. of the aircraft, plus the east, north, up components of velocity relative

to the earth.

V V V, Vul

These velocity components are constant throughout the simulated flight.
Given the initial conditions, the program computes the current values oft

['. * Position L, Z, h

* Velocity (constant) Ve, Vne Vu

* Heading (constant) H

* Roll, pitch, yaw (R const, P const) R, P, Y

* Azimuth wander angle 0

* Integrated specific force in body coordinates dvb

* Specific force in body coordinates ai

b* Body angular velocity in body coordinates b

The specific force and angular velocity are sent to the random

environment module (ENV). The altitude and vertical velocity are used
in the altimeter module (ALTf). The evaluation module (EVL) comares
the values of position, velocity and attitude from the trajectory module

with the values cormputed by the navigatioa algorithms.

411 3-2



The trajectory module reads two files of input data when it is

initialized. During the initialization pass it also generates an output

file containing geodetic constants and initialization data which is

available to the other program modules. The initialization of the

trajectory module is summarized in Section 3.1. The normal module

A computations are described in Section 3.2.

3.1 Trajectory Module Initialization

The following operations are performed on the initialization pass

through the trajectory module.

1. Read the two initialization data files, IFILE and PFILE, and

convert the data into internal program units.

IFILE INPUT DATA

- Variable Description Units

DT module time step s

PRNTSW print control switch

OUTSW not used

XFILE unit number of print file -

LAT geodetic latitude dog

IWDN geodetic longitude dog

IALT altitude ft

IVEL (1) ground velocity-east ft/s

IVEL (2) ground velocity-north ft/s

"A
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Variable Description Units

, iIVEL (3) ground velocity- up ft/s

IPITCH pitch angle deg

IYAW yaw angle deg

IROLL roll angle deg

MODPDT module print interval s

IWANDER initial azimuth wander angle deg

PFILE INPUT DATA

Variable Description Units

WE earth rotation rate rad/s

RE equatorial earth radius ft

G nominal gravity ft/s2

PRNTOT general print interval s

2. Compute the specific force in body coordinates. The specific

force in geographic, i.e., (e, n, u), coordinates is

a W V + (Won + ZW ) x Ve
.:i- -o e n• .e -

where V is the velocity relative to the earth and is the gravity-0

vector. The trajectory module is restricted to constant velocity, so

V is zero. The progrm also assumes the velocity Ve is zero during the-e
initialization pass and coqutes

..haa
ab bZ
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P11 This is correct only if the earth relative velocity is zero.

Fortunately, the accelerometer and gyro modules do not use the initial

value of specific force, so the approximation is inmaterial.

3. Compute the angular velocity of the body with respect to

inertial space in body coordinkates. Since the orientation of the body
is fixed relative to geographic coordinates, the angular velocity of

the body wrt inertial space is equal to the an'gulair velocity of the

geographic frame (the R-frame wrt inertial space.

24b !i
(U. + W

The angular velocity expressed in inertial coordinates is

rOl I-(V /rm ) o
+A V ( cos L)

where r. and rare the meridional and prime vertical radii of curvature,

The angular velocity is then transformwd to body coordinates.

b b i
4ib Ci ib

4. Cotq.ute the aircraft heading from thew'specified azimuth wander

and yaw angles. The headinig remains constant throughout the flight

6 trajectory.

It ' -'a

where Y is the specified initial yaw angle and a isthe Initial-wander

angle.

*5. Compute the time rate of change of the rclF pitch and yow
angles. Sinqe the body orientation is fixed relative to geographic'

coordinates,

'3-



R =0 (roll rate)

3 P 0 (pitch rate)
Ve

Y - a - tan L (yaw rate)
r
p

6. Generate and write the output data file PFILE. The output

data consists of initialization constants from the IFILE and PFILE input

data files, plus the initial value of specific force which was computed

du~ring the initialization sass. The output PFILE is available to the

other program modules. Although the roll, pitch and yaw rates are

placed in the PFILE, they are not used by any of modules. All variables

in the PFILE are in internal program units.

WFILE OUTPUT DATA

Variable Description units

WE earth rotation rate rad/s

RE eojuatorial earth radius ft

nominal gravity f/

PRNTDT general prInt interval S

LAT geodetic latitude rad

LON geodetic longitude rad

W AN 0ER initial azimuth wandor angle rad

ALT altitude ft

R~OLL roll angle rad

PXTCl* pitch angle rad

YAW yaw angle a

HDOT roll rate rad/Es

PDOT pitch rate. rad/s

YOOT yaw rate rad/9
Vi~~l)ground volocity-es ft/S

VEL(2) ground velocity-north Wt/

VEL (3)' ground velocity-up ft/S

4 .ASM) ft/s2

ABM(2 specific force a f,/.2

hB(3) -ft/S
2
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3.1.1 Position Equations

The program is restricted to constant velocity with respect to

the earth in geographic coordinates. The module mechanizes a conven-

tional set of equations to comp~ute latitude, longitude and altitude

A from the specified velocity (V e, V n, Va). The differential equations

are:

W -Vf/r
ee nm

en Ve

W (V /r tan L
eu e p

u 3/Cos L
en

i VU (3-1)

where rM and r.ate the meridional (northerly) and primo Vortical

(easterly) radii of curvature respectively.

(1 -C
2 sins W,

r+ h
C1 sin. QV

L geodetic latitude

k.- geodetic longitude

h -altitude-

VI
iv.e V)

r equatorial earth radius (20925640 ft)

3-7



= eccentricity

2
C e(2 - e) = 0.006694317778

e = 1/298.26 = ellipticity

The differential equations are solved using rectangular integrations.

L + L - W eAt

2 k + ((A) /cos L) At
n +1 1 en

1 = h + V At (3-2)-n + 1 n u

3.1.2 A ttitude

There is no roll or pitch mtion; i.e., R and P equal zero. The

heading is also constant. The yaw angle in the program is defined as

Y 11

so, the yaw .rate is equal to the rate of pluuge of the azimuth wandor

anglo.
-  i - -wu

Cu

rtactangtklar ititegration is used to cowpute the yaw and azimuth

wydr 'les~.

n + I n u

Y Y V W At(3)
n + n Oil

The roll, pitch, yaw and atitmuth wAnder angles are uged to comn-

peto the body attitude matricos Cand C 'The transformations utilize

the local love. azimuth wander fraW (c)

f 3--



C b c (3-4)

C -

bb

The Ctransformation iso afution ofe azmth wol cand y aw angples
roaintruhteazmtCadrage

The deal fec ftetransformations fro exptoth aimuhwndrfaed is ApipexB

Notice that while the program uses the azimuth wander frame (c),

*this coordinate system is not needed. It would have been simpler to

transform directly to the body frame using the heading angle.

bZ C (R) C(P) C(H)

3.1.3 Angular VelocitX of the Body

The avirage angular velocity of the body over the simul~ation time

step At is computed from the Euler rotation of the body over the time

interval.

C, n)C (n 1) M (At)

where

\b2 'b 1/
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The incremental Euler rotation is obtained from the off-diagonal elements

of the matrix M; viz.,

S _ (3-6)(3)
The average angular velocity in body coordinates is

b = ob/At (3-7)
-ib

3.1.4 Specific Force

The specific force in geographic coordinates is computed from

the specified velocity. The specific force is then transformed to the

body frame. The general expression for the specific force in (e, n, u)

coordinates is

a = + (w + 2w ) x V-
- -e -- epenu -E -e

The program computes the integral of specific force over the simulation

time step At. The integrated specific force is made available to the

evaluation module (EVL) for comparison purposes.

dV£ -= V

£ AV£ + ((W + 2W.) xV ]At
- -- e --Ie -eI

The scalar expressions are

V AV -(u+ 2e sin L)V + w + 2-W. cos L)V
(e\( e eu ie n en ie

dV AVn {+  (w + 2 W sin L)V -w V + g At

dVu/ (Vu -(w + 2w. cos L)V + w V + gu
)en)1a eeu43-8)
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* where the components of angular velocity with respect to the earth
(W , W W ) aegvnin Eq. (3-1). The WGS72 coefficients for
the gravity vector are

-8gn 1 .63 x10 h sinL Cos L

g I -(32.0877057 + 0.16939081 sin 2L + 7.52810 x 104 4i L

x 1-(9.6227 x 10-8 -6.4089 x 10-10 sin2 L) h + 6.8512

x15 2

The change in velocity AV 'szr eas he specified velocity

is constant. The specific force is then computed from dv and trans-
formed to boycoordinates.

ba (3-9)
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it SECTION 4

RANDOM ENVIRONMENT

)i The environment module (ENV) simulates angular and linear vehicle

motion generated by unpredictable sources such as wind buffeting during

ground alignment and air turbulence during flight. The current version

of the program is restrictive because it allows only one representation

of random motion for all segments of the simulated flight profile. This

deficiency should be corrected because the environment during ground

alignment is drastically different, for example, from the inflight en-

vironment of high-performance aircraft.*

Power spectral density plots are usually used to describe random

aircraft motions. The shape of the PSDs is usually quite complex. For

example, the PSD in Figure 4-1 shows the motions measured in the B-1

radome - forward avionics bay.

The environment module accepts PSD characterizations for each

component (roll, pitch, yaw) of linear and angular motion. The module

converts the PSD representations into linear and angular random motions

t as functions of time. In designing the program it was assumed each of

the six components of random motion were uncorrelated. While this

assumption is certainly not valid, it is convenient because cross-

correlation information is normally not available. The program accepts

PSDS at the displacement levell i.e.

* Angular displacement PSD - (rad2 /Hz)

.2. Linear displacement PSD - (ft /Hz)

*Alternatively, the capability to run the program in segments e.g.

ground alignment, cruise, etc., could he added.
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TURBULENCE

21 (unit /Hz) ~th PA

'A

:11 rds

Figure 4-1. Graphic example of PSD parametric specification
(turbulence).
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The position level PSDs must be constructed if the aircraft motion is

specified at the velocity or acceleration level.

To simulate the random motion it is necessary to specify the

following items:

a. Descriptions of the Six PSDs

Each PSD is approximated by specifying parameters which describe

the PSD in each regions of peak-power density. Three parameters

are needed for each region of peak density (see Figure 4-1).

2
A - peak PSD amplitude (units /Hz)

e BW - half power bandwidth (rad/s)

* w - frequency at peak (rad/s)
0

The number of peaks must also be specified. The program allows

a maximum of five peaks for each PSD.

b. Wind-Gust Intensities

The PSD amplitudes specified above represent vehicle motion

when the rms gust intensity along each axis is 1 foot/second.

The variances of the desired intensity levels must be speci-

fied.

* Lateral (ft/s)2

' Longitudinal (ft/s)2

N ormal (yaw) (ft/s)

c. Simulation Time Step

The simulation time step must be chosen so the simulation

frequency is approximately 10 times the highest frequency

of interest. The program will generate random motions which

approach discrete white noise if the simulation frequency is

too low. The highest frequency should be obtained from angular

velocity PSDs and linear acceleration PSDs because the position

level plots attenuate the high-frequency components.
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4.1 Random-Motion Computations

Figure 4-2 shows the operations performed in the random motion
module. The linear displacement PSDs are converted into smples of

random velocity in body coordinates. The velocity samples are then
differenced to form samples of angular accelerations. The angular
displacement PSDs are converted into samples of angular velocity in

body coordinates. The average angular velocity 6w over two simulation
cycles is used to compute the transformation from nonvibrating to

vibrating body coordinates.

The total linear acceleration is obtained by adding the random
b,acceleration 6a to the acceleration from the flight-profile generatorki after it has been transformed to vibrating body coordinates. The total

angular velocity is obtained by adding the random angular velocity 6b

to the angular velocity from the flight-path generator. The derivative

of angular velocity is formed by differencing successive samples of total

angular rate.

4.1.1 Random-Motion Generator

The algorithms for the linear and angular random motion generators
are identical - only the units are different. Each displacement PSD is

converted into random displacement motion X samples.

6v W - 6x )/At
.n (xn n-l

Displacements are simulated rather than velocity or acceleration to
guarantee that random displacements will remain bounded in the simula-

tion output.

The equations for generating random motion corresponding to a

specified PSD will now be developed. The specified PSD, S(M), can be
generated by passing continuous white noise n(t) through a shaping

filter H(jw).

3) IH(jw) 12 S (W) (units 2/Az)
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LINEAR vb bb
w~~~~~ 1OIN6a-_______,i ~RANDOM 6vb b b b ab

GENE RATOR

rad2  _____

Hz
ANDOMA ~b 6-b =(awb + 6wb'

RA DO 6 wn n-

JGENERATOR- cn cbIV

b -b ( bwI+ wb b~ b
b b

n At

FLIGHT w
PATH b
GENERATOR af

Figure 4-2. Random motion module mechanization.
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It is convenient to make the white noise dimensionless and of unit

amplitude. This allows all of the PSD characteristics to be incorporated

into the transfer functions H(jw). The power spectral density for unity

dimensionless white noise is

S (W) = 1 (1/Hz)
n

Thus, the PSD of the output of the shaping filter is

S(w) = IH(jw)12 (units2 /Hz)

A PSD, such as the one in Figure 4-1, can be approximated with

reasonable accuracy using a set of second-order shaping filters connected

in parallel as shown in Figure 4-3. Each peak of the desired PSD is

generated by one filter. The input white noise sources are uncorrelated.

S y1(w) = HI1j0)I

nit , (W ,()+ W W

H 2 y(t
.... ... Ay( )= ) 3 J ) 2 y t) ,

Ln LH3(iw

Figure 4-3, Generation of complex shaped PSD.

4-6

. ... ...



Each of the second-order shaping filters has the transfer function

=jW (4-1)

wn)n

where

undamped natural frequency (radle)

E =damping ratio

K =gain (units)

The PSD of the filter output is

5' = K -(4-2)

i~~WJ ~ (~ 4 2(2E2 )( ) 1

7 The output PSD is completely determined by K, wn, E. These
coefficients can be related to the following characteristics of the

resonant peak (see Figure 4-1).

2A -peak amplitude (units

3W - half-power bandwidths (rad/s)

w frequency at peak (rad/s)

The pr~ogram user specifies A DW, w for each of the filters.
p0

A maximum of five filters can be tised, to approximate each PSD.
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The program computes K, w ,E from A, BW, w using the follow-

ing relations:

a - (0 < a < r2)
W0

r/a2 \1/4

(4-3)

E (1 2 ww )1/2

K (1'2E ) ]A~

The second-order shaping filter in Eq. (4-1) will be placed in

E state variable form to generate the difference equations for computing

the sequence of numbers which simulates the random motion. The mechanized

equations use the following transform pair to relate the PSD to the

auto-correlation functionsa

5(f) ffleC)ei2wf dr (units 2 /Hz)

+W

R([)S(f)Ol2e df (units) (4-4a)

where R() has the dimensions of (units) 2and SMf has dimensions of

(units 2/flz). The transform is frequen~tly written as
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S (W) = (')e dT (units /Hz)

(4-b

K I' jWT 2R (T) = S (W) e dw (units)

Notice that the definition of the power spectrum S(w) has not changed

so the dimensions are still (units2 /Hz). Most PS~s (such as the PSD shown
~1 J in Figure 4-1) are plotted using the single-sided transform

+00

S (w) 2 R (T) e d'T + R(O)6W) 0

That is, the PSD is plotted over the positive frequency domain and, ex-

cept for the dc comiponent, is scaled by a factor of two. The user should

Iscale the single-sided peak amplitude A i the program scales A to the
p p

L two-sided transform for the internal calculations. The continuous-.state

representation for the shaping filter is

k(t) FX(t) + 4,a(t) (4-5)

YtM HX M)

where n (t) is the dimensionless unit white-noise input to the shaping

filter and YVt) is the filter output. The scalar equations are

01
VX

+ n M



The mean and covariance of x(t) are

E(X(t)] 0

t
T + (')QT tTT

PM(t t) P(t) O+ '
P~~t1 0 0 (~ 0  (,)Q (,)d

it (4-7)

where

TNOt EIX(t) X(t) I

P(t )EJX(t )X(t I

TEln(t)n(T) I Q6(t - T

The magnitude of Qfollows from the tranisform pair.

i S(W) fQ6 (V.) 0 dTmQ

Sinco n (t) is di naionless unity. white noiso

The iscetetime state representaktioni 1or the shaping tiltor is

Attu+,) iitl t ii 4
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where W is a vector of dimensionless discrete white-noise samples of

unit magnitude. The elements of Ware mutually uncorrelated. There-

fore,

TE[W W 1 6

The covariance equations for the discrete system is

P (l,( t) P(t) 0(t~ t )+Q

Q~ TT T (9EEBW WB I BB(49
n '-1 n

The objective is to simulate the continuous system (Eq. (4-5))

Y~) lX(t)+ at

with the discrete system (Eq. (4-83))

x 0(t ,tX. +8

such that b~oth sy'stema have idetiioal f irst and second nomeritt. The

eleftents Of W Are zero tm random nwaber s with unity variance. Both

sysemsarezero Wm4S becausa:

t
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To make the covariances in Eq. (4-7) and (4-9) equal, it is necessary

to equate

tn+i

BBT = Qn f (tT)lT 0 (t,T) dT (4-10)

t
n

Thus far, the elements of B are undefined. They will be chosen

so Eq. (4-10) is satisfied. The transition matrix over the interval

T T n+1  t n is

11 012

(tn+ , tn) = (T) = 2
\€1 ¢22

i = 2Ewn012 + $22

1 1 e -EPT sin wRT (4-11)$12 = Rq
R

2

21 n - 12

22 e EwnT cos WRT Ewn 1 2

K where

R fn
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Substituting the expressions for *(t,T) and in Eq. (4-10) and

carrying out the integrations gives

qll q12
Q = Kw4

n n

q12  q2 2

E-2EwnT
E n (Ew cos (2w RT) -W R sin (2w RT)]ql= nR RR

22
4w 2W2n R

1 -e 2 EnT E
+ 2 2

4Eww R  4wn W

1 e- 2EWnT Ew cos (2b) - wR sin (2b)
q 22 2 2

4Ew /W 4w2
R n R

e-2EnT (Ewn cos (2wRT + 2b) - w R sin (2wRT + 2b)]

4w24 R

-2EwnT _ R cos b + Ew sin be -lisin b Rn
q12 2 + 2

4EWR 4WR n

-2E nT sin (2wT + b) + w R cos (2w RT +b)]e [Ewn

2
4w 2Rn

where

b - sin- 1 (E)
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The elements of B are found by equating

T
BB = Qn

b 11 b12) ( b11 b21)= K q (11 q 12 )

(b21 b22 ( 12 b22) q12  q22

2 2 4
bl2 + b12 = Kwn q
11 12 n ]11

2 24
b12 + b22 = Kw q

12 2222

b b + b1b = q

11 21 12 22 n q1 2

There are three equations and four b.. coefficients so one1)

coefficient is arbitrary. Let b = 0, then
2

22= 4 'n  22

2

b = 12 N n q 1 2 /4q22 (4-13)

bl 4 2 q 22/
w= q1  2q22

This gives all the coefficients needed for the discrete system

-= (T)X n+W
-- n -nI

(4-8)

Y = HX
n -n
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The equations used to generate random displacement 6X are

X (n+ l ) - *iI X1 (n) + *12 X2 (n) + bll W (n) + b1 2 (n)

X2 (n+l) = *21 X1 (n) + *22 X2 (n) + b2 2 W2 (n) (4-14)

6X(n) Xl(n)

where W (n) and W 2(n) are numbers generated by a zero mean, unity variance

Gaussian random number generator. Random velocity is obtained by differ-

encing consecutive samples of 6X.

Sv(n) = [6X(n) - 6X(n-l)]/T (4-15)

The system is stable for all damping ratios greater than zero.

Thus, the covariance matrix will always approach steady state. Since

the random vehicle motion is assumed to exist prior to the start of the

simulation, the initial conditions are chosen so the system starts in

the stationary condition. The required relations can be derived directly

from the continuous system covariance equation.

P(t) = FP(t) + P(t)FT + ?QT (4-16)

In steady state, P(t) is zero.

T T
0 FP + P F + Q

The F and matrices are given in Eq. (4-6). Q equals unity.

2

(0 1VPl 12 (1 Pl02VW

n2 -2Eln Pl 2 P2 2  + 12 P2 2  i::wn (
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The steady-state covariances are

KW

p n
p11  = 4E

pI2 0 (4-17)

Kw 
3

p n
22 -4E

The initial state is generated from

X(t0) = A W (4-18)0 -0

where W consists of zero mean unity variance numbers from the Gaussian-o

number generator and the elements of A are chosen so P(t0) equals PSS*

E[X(t0 ) X(t0) = AE[W W T]A T

P = AAT

0 P 22) a21 a 22) a12 a 22)

Solving for aij terms gives

11 = = E

a22~ .22 4

a12 - a2 1  - 0
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The initial state variables are computed from

x (t) w (t)1 0 J!iLE 1 0

3

X2 (t) _ W (to) (4-19)

4.1.2 Random Angular Motion

The output of the random angular motion generator is random angular

velocity in body coordinates. The average angular velocity over two

consecutive simulation cycles is used to compute the transformation from

nonvibratory to vibratory body coordinates.

bn bn b=b Cb F 6wb

A first-order attitude algorithm is used to update the attitude

matrix each computation cycle

b' (t-+ T) M(T) Cbn

1 6w 3T -6w2T>

H Z4(T) -6w3T 1 6w T

6w 2 T -6w T /
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The attitude matrix is orthonormalized each cycle by the following

equation which is accurate to first order

b b l1 r b b
%~ortho) b - nLbb - JCb( n-7%n .'bln Cbn

b

where n is the nonorthonormalization matri..;,

The total angular rate in body coordinates is formed by adding

the random angular velocity Sw to tie angular velocity obtained from

the flight-path generator

where
b :
b total angular velocity in body coordinates

bn
angular velocity from flight-path generator

b
- random dnquiar velocity

The time deri'vative of total angular rate is obtained by differ-

encing consecutive samples of total angular rate.

4.1.3, Aandom Liner Motion

The output of the random linear motion generator is random linear

velocity in body coordinates, Random acceleration is computed by differ-

encing consecutive samples of velocity.

4-18
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The toa aceeaion in thev i ::n ::::y f:meis obtained

by adding the random acceleration 6a to the acceleration obtained from

b n ab

where

_bIta total acceleration in vibrating body frame

bna = acceleration from flight-path generator

b
Sa = random accelerationI ~ b =trans formation from nonvibrating to vibrating body frame

R,

-1



i SECTION 5

GYRO MODELS AND COMPENSATION

The program is structured so that either SDF or laser gyro strap-

down systems can be simulated. The gyro modules, gyro compensation modules

and initialization data files are designed to be functionally identical and

can be replaced simply by specifying the correct data sets for the desired

class of instruments. The dataset names are listed in Table 5-1.

*Table 5-1. Dataset names for SDF and laser gyro modules.

DATASET NAMES
Source Programs and Data Files SDF Gyros Laser Gyros

Gyro model SDFGYRO. FORT RLGGYRO. FORT

Gyro compensation SDFCOMP. FORT RLGCOMP. FORT

i
Gyro model data SDFGYRO.DATA RLGGYRO.DATA

Gyro compensation data SDFCOMP.DATA RLGCOMP. DATA

The SDF gyro and gyro compensation modules are described in Section 5.1.

The RLG laser gyro and gyro compensation modules are described in

Section 5.2.
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5.1 SDF Gyro Module

. The SDF gyro module (gyros) simulates three body mounted single-

degree-of-freedom gyros operating in torque-to-balance modes. The

single-degree-of-freedom gyro contains a multitude of possible error

sources when it is used in strapdown mechanization due to the high

angular rates which may be present. Only the most dominant of these

error terms-anisoinertia, cross coupling, and output axis accelerations-

are included in the model. Float suspension and float misalignment effects

are ignored. The gyro model contains the following error sources:

* Anisoinertia

* Spin-output axis cross coupling

* Output axis acceleration

* Gyro input axis misalignment4 Scale-factor error (both positive and negative)
* Scale-factor rate sensitivity (both positive and negative)

* Gyro bias

a Exponentially correlated random drift

* Turn-on trans.ent

G 0 and G-squared coefficients

o Angular quantization

The program allows the user to specify one of three models for the re-

balance loopt

a., "Performance" model which ignores gyro inertia and gyro

damping.

b. A first order differential equation model which contai.nsgyro.

damping..

c. A second order differential equation model which contains

both gyro damping and gyro inertial. "
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The validity of these various approximations will be examined in

Section 5.1.1.

Section 5.1.2 derives the equations describing the dynamics of

the SDF gyro. The torque-rebalance loop is then constructed using the

dynamics of the instrument about its output axis. Section 5.1.3 de-

scribes the mechanization of the SDF gyro module.

5.1.1 Dynamics of the SDF Gyro

This section develops the dynamics of the SDF gyro to the extent

they' are represented in the gyro module. While the dominant character-

istics of the gyro are included in the model other known mechanisms

have been omitted. The following assumptions are implicit in the deri-
vation:

a. The float is perfectly aligned with the gyro case and can

rotate relative to the case only about the output axis. This

implies infinite rotational suspension stiffness.

b. The products of inertia of the float assembly are zero.

c. The gyro rotor gimbal is perfectly rigid relative to the

float.

d. The gyro rotor is maintained at a constant angular velocity

even in the presence of angular vibrations.

The development of the gyro dynamics will closely follow that of

Britting [4].

A simplified illustration of tile SDF gyro is presented in

Figure 5-1, where the input, output, and spin (i, o, s) axes form an

orthoqonal set fixed to the gyro case. The gyro dynamics are obtained

by applying Newton's second law to the float plus rotor assembly.

5-3
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SPIN
REFERENCE
AXIS (s)

SPIN ANGULAR OUTPUTi GIMBALMOMENTUM ()AXIS (o)

SIGNAL
GENERATOR

4;,,,.. GIMBAL AXIS (i)

TORQUE
GENERATOR

Figure 5-1. Single-degree-of-freedom ijyro.

~-

where

M torque applied to the float assembly. ,.j. the center

of mass

1 angular momentum of the float assebly about the

center of mass

R) time derivation of wt inertial space
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Thetim deivaiveof Hwrt the float is more convenient. The

iif 1!) f+ tif H f

Expressed in float coordinates (f)

+ ~fFw)H (5-2)

where F ( ) is the matrix form of the vector product operator.

0 - w 2i

a ~ 2 1:

The objective is to relate the float dynamics to the angular

velocity of the gyocase. Expressing the angular velocity of the

float as the angular velocity of the case plus the angular velocity

of the float wrt the case gives

f f f
-s ac -of

a-c -4f

Wh'ere

C
4C tw.O w,w)



V According to the initial assumptions, the float can rotate relative

to the case only about the output axis; i.e.

w {0' 0O) (5-4)
-Cf o

anid the principal axes of the float assembly are perfectly aligned with

the Ui, o, j) case axes when the float output angle is zero. Thus, the

transformation from case to float is

[1 0

[8f 0 1 ol (5-6)

The angular velocity of the float in float coordinates is

f 14+1

If +
'N' I+I



Since the products of inertia are assumed to be zero,

H i" I i ] 1 " 0% wS"

H. I +

where

I - rotor spin angular momentum

lit lot is - principal float moments of inertia

Substituting Eq. (5-7) and (5-8) into

f j

!if fj + I" (I f (5-2)

gives the following expression for the dynamics about the output axis.

0 00 i S (Z j)i% O(II " s( A)M o t 0 o H .( i o + 0 1

+ O11w + Iow (59)

The torque applied about the output axis, Mo , is ausumed to

conosist of

1. Torquo from the torque gonrator, Mtg

2. Viscous torquo opposing output axis rotation, C (1

3. Gyro disturbanico torcquua, M
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That is,

o 0 tg Go 0 d (5-10)

Substituting Eq. (5-10) into Eq. (5-9) are rearranging terms gives

a o o a tg(ideal gyro equations)

+ II I)W W (anisoinertia torque)

+ 0(1 1 I)( (2 
- (anisoinertia coupling)

- Hiw (cross-coupling torque)

- 1w (output axis angular accelera-
0 0 tion)

+ Md (disturbance torque

Rebalance loops are designed using the ideal gyro equations

0 0 0 0 1 t

Since the other terms are ignored, they produce ezrors in the

indicated angular velocity and must be compensated in the navigation

computer. While analog torquing mtay be used i.n low accuracy applivations,

pulse torquing is currently used for inertial navigation systeinl. A
typical rebalance loop is shown in Figure 5-21 each o'~tput pulse repre-

sents an increment of rotation about the input axis. All of the error

torques have been lumped into Md for cewrn'tionce.



H / 0K DIGITAL A6 0i

Mg

tg

TORQUE GENERATOR

Figure 5-2. Pulse-torquing rebalance loop.

Figure 5-3 shows the rebalance loon mechanized in the gyro module.
Notice that the rebalance torque is generated by multiplying the float
output angle by the linear gains K where

K KC K K
ag e tg

Thus, the gyro module simulates an analog rebalance loop followed by a

delta-modulator to generate the incremental angle output.

Mt

+ H0~) 0I i~~
-KK

ttg 0 659

59

K

*..t9 e $9'

FigreS-..imlae......realnc.lop



The rebalance loop equations are obtained by substituting

= -K80

Mtg 0

into Eq. (5-11) and rearranging terms.

I0 + CO0 + HlW 4" (I - I)(W2 2 + K0 Hw M +  - I )W.W
0 0 0 0 S i i M1d+(11I
'-I

0 0

Again, it is convenient to lump all of the error terms into the

distrubance torque Md. This gives

I0 + C + K0 HW + M
0 0 0 0 1 0 i d

j2 2
K K 1 H +s +( i s  Ii)(W " S w) + K (5-12)

M + (i -i )W Co

The gyro module allows the user to selectively solve for 0 in
0

1Eq. (5-12) using one of three models for the rebalanco loop:

a. A "performance" model which ignores gyro inertia and gyro

damping; i.e.

o (wi + M /K

b. o first order differential equations whioh includes the gyro

dampings i.e.

o0 4. o H

5-10-. _.. - J. __



c. The complete second order representation; i.e.

1 + C + KI = H i + M00 00 0 o

Figure 5-4 shows the effect of approximating the second order dif-

ferential with first and zero order differential equations. Both approx-

imations artificially increase the gain of the rebalance loop at high

frequencies, but the first order approximations is reasonable-it has

negligible effect on the bandwidth of the loop. The zero order approxi-

mation completely eliminates the loop dynamics and thus produces an

infinite bandwidth.

5.1.2 SDF Gyro Module Equations

The SDF gyro module simulates the three rebalance loops sequentially.

Figure 5-5 shows the data flow for one of the platform axes-the other two

axes are identical. The equations indicated in Figure 5-5 are summarized

in this section.

1 (1) Transformation into tGyro Coordinates

The acceleration, angular rate and derivative of angular rate gen-

i erated by the random motion module (ENV) is transformed into gyro (i, o, s)

coordinates

•~ ":--at Cg aB

- BW BH q {g1 g2 * g3}

- C-W

'B c'

_ _ -- Cw

jl 5-11:



1

K 1 K
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K1  -

g(s) 2 ~sK
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.4
where 0 g is the transformation to (ito s) gro coordinates. The ele-i21 B , g

ments of C9are not programmed constants--they are elements in the gyroB
initialization data set. The gyro input axis misalignment must be in-

corporated into the C Binput data.

The drift generated by the g and g-squared coefficients is ob-

taiedbymultiplying each coefficient by the appropriate component of

D Ka+ K a + Ka + Kia 2 + Kia a
g i 1 0 0 S S i o 0

2
+ K a,& + Ka a + K a

where

a {ai, ao, as)

SK.k linear acceleration sensitivity (mass unbalance) for'1~acceleration along the K thgyro axis
IKj q-squared sensitivity (compliance) for acceleration along

the j and k gyro axes

(3) _yro- Dias

The gyro bias coefficient D8 represents the constant disturbance

torque applied to the float. Typically, there is a shift in this coef-
ficient each time the system is turned on.

5-14
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(4) Exponentially Correlated Random Drift

Expo-nentially correlated random drift is used to describe the

~ . stability of the instrument during periods of contin~uous operation p

i.e., when there are no power cycles. The amplitude and correlation time

of the random component are obtained from power spectral density plots

of instrument test data. The PSD and correlation functions are related

by the transform pair
4-

f

R(w) M Je(~ dw

R~~t Ti = TfS)eT
-0

The correlation function for exponentially correlated random

drift is uniquely defined by the amplitude and break frequency of the

corresponding PSD. Figure 5-6 shows the relations in terma of a single-

sided PSD plot which is how most PSD data is displayed.

R(T) (units) SM .W(nits /Hz)

2 2~) c

T T Ld

rigure 5-6. Autocorrelation ftunction and PSb for
excpoentially correlated drift.
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I The gyro module simulates an exponentially correlated time series

~ I using

DR (n+l) =DR (n)e t/R+ 2 (1 -e 2 t/R W; DR (0) 0

where

I DR simulated random drift

At =simulation time step

T correlation time

2
a steady state variance of the random drift

W = zero mean, unit variance Gaussian sample from the random

number generator

Since the random drift is initiated to zero, the mean squareiidrift approaches the steady-state variance in an exponential manner.
)~~~ 2 Ct 1- 2t/TR)

(5) Exponential Turn-On Transient

'The spurious error torques generated at turn-on until the thermal

- system-stabilizes is modeled as a simple exponential

I ~ DT (0) e-t/.CT

where

t) (0)) initial amplitude of the transientT

T exponential decay time constant

I 5-16



(6) Anisoinertia and OA Acceleration Torques

The sum of the anisoinertia and output axis acceleration torques

is

MW (Is oiois I

''0 0
where

Ii  1, s  - principal inertias of the float about (i, o, s)

Wi' (4 - angular velocity of the case about the input and

spin axes

0 time derivative of t2,e angular rate of the case

about the output axis

(7) Rebalance Loop Dynamics

The float output angle e may be computed using one of the three
0

options shown below.

1 0 + Co + K0 .M
00 00 1 0

PERFORMANCE MODEL

FIRST-ORDER MODEL

SECOND-ORDER MODEL

5-17
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K NW + (is I )(Ww + K
1 S isi

M H(w IB DR DT D9)

where

DB = bias drift

ID =exponentially correlated random drift

T turn-on transient

D =g and g-squared sensitive drift
g

MW anisoinertia and OA. acceleration torques

This is a direct mechanization of the rebalance loop dynamics shown in

Eq. (5-12). The program defines gyro bias, random drift, q and g-squared

drift with the opposite sign from the normal conventions.* The impact of

* approximating the reb~lance loop with either the "performance or first

order models is discussed in Section 5.1.2. The discrete equations for

*~ each options are:

(a) Performance model

0 (ni+l) &w nl/
0

(b) rirst Order Model

0 (nI~l) - 0. (n)4 i0() + 4(n+1))tt
0 0 C0  1 1 0(n

0 0 1

A 0 "or



(c) Second-Order Model

e (n+l) 0(n) +0 (n) t
06 0

0 (n+l) 0(n) + (-C 0 (n) 0(n) + M(n+1)] T0 0 10 00 l

0

6 0(0) 0

0o(0) Hw (~o)/K

(8) TorQuer Scale Factor

6 The torquer scale factor consists of a linear term plus a term

proportional to input angular rate.

( 1 + so + S1( i

i3. 1 (+ SO +sl[( 0o)]

The scale factor neoff!.cicnts may have different values for positive

atrd negattve angular vates. The scale-factor equations are

(+,) a [i +•0~ + e (.oa)} o1~*

[i + SO() + S( 0j O D o

'where

so ".SO = pos ,,a.. .odrative linear scale .actoratii (+)l O(4.) ...- :

*Si ~Sl p4et*Cvv ar ?j u4.0atvo Z-0t0 sais1tivo 6 ca

0N

,.. , .... A. .± , , N , .. ..9 . ; ; ;



(9) Angular Quantization

The pulse generator computes the number of output pulses produced

by the output angle 06 plus the stored angle residual.

0 0 (n+l) + 0 n) 0(0) ~00 r r

If (0 >0) S 1 +SO ~ +Sl( ( o

If (0'<0) S I + SO +s S ( o

n Integer
qS

A~

0

0 r(n+l) 0-

0 ~ ' quantized indication of fis-at output angle

o float output angle

quantized angle residual

S s cale factor

wnumber of AO pulses
0 0

U ~ 5-20



The output pulses are then converted into an indication of the

angular rotations about the input axis of the gyro. The output angle

is a direct indicotaion of the angular velocity.

K I1

Tu, the measured rotations about the input axis is

w wAt

*qn -At

AO E~60

The navigation equations reset 40 to zero each time the platform attitudei
matrix is computed.

Theo SDF' gyro compensation~ modulo (GCOMP) computes the com~pnsationi
for the following error sources:

*Gyro input axis misalignmuent.

e Scale factor error (positive and negative).

* Scale factor rate sensitivity (positive and noyativo).

a Bias drift.

e g and g-squarod sensitive drift.

* dnisoinertia torque.

*~ *output axis acceloration torque.

A flow diagram of the compensation module is showa in 1Figuro 5-7.
Theo componaation equations for each platform axis are summarimed balowi.
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(1) Scale-Factor Compensation

The incremental platform rotations about each gyro input axis

are compensated for linear and rate sensitive scale factors. Separate

scale factors for positive and negative angular rates are provided.

S = 1 + so(+) + SI(+ A-t AO. >  0

AOi
S = 1 + SO + Sl AO. < 0(-) (+) At 1

where

so(+), = positive and negative linear scale factors

Sl(+), Sl = positive and negative rate sensitive scale factors

(2) g and g-squared Sensitive Drift Compensation

The compensated incremental velocities from the accelerometers

are transformed into gyro (i, o, s) coordinates.

Av
g  . C bg AvA

where

Avg_ = {Avi, Avo, Avs ) of Kth gyro

AvA - compensated accelerometer outputs

Cg tranaformation from body to the Kth gyrob

[5-23

Vi



The drift produced by the acceleration sensitive coefficients is

W. -(K.a. + K a + K a1 11 00 SS

2 a2-(K..a. + K. a.a + K. a.a + K a a + K a10 z 1 0 is 1 s os o s ss s

The program computes corrections to the incremental rotation

about the gyro input axis.

60 = K Av. + K Av + K Avg 1 1 00 s s

+(K..Av2 + K. Av.Av + K. Av.Av + K Av Av + K Av 2)/At
11 1 10 1 0 is 1 S OS 0 S SS S

where KK and Kjk are the compensation coefficients.

KK = linear acceleration sensitivity for acceleration along

the Kth gyro axis

K k = acceleration sensitivity for accelerations along the

j and k gyro axes

(3) Gyro Bias Compensation

Gyro bias produces a constant error in indicated angular rate

along the gyro input axis.

Ewi =-DB

The bias compensation is

60B  = DBAt

5-24



(4) Anisoinertia Torque Compensation

Anisoinertia torque produces the angular rate error

SW. = 1 (1 - I.)W.,
1 H S 1 iS

The anisoinertia torque compensation is

de (I - I.)AB.Ae /AtA H s 1 1 s

where

H = rotor spin angular momentum

Ii, Is = principal moments of inertia

(5) OA Acceleration Torque Compensation

Output axis acceleration torque produces the angular rate error

6W. = I "
1 H o

The OA acceleration compensation is

I

6 = o L6 (n+l) - Ae (n)]/At
OA H 0 0

where

Ae = incremental rotations about the output axis0

I = float inertia about the output axis
0

H - rotor spin angular momentum
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(6) Total Gyro Cor.2e!1sation

The compensated rotation about the gyro input axis is

Ae om) S(AO +)Ue +6+ 60 + 60

where

S =scale factor compensation

60 bias compensation
B

60 r and g-squared compensation

60 = anisoinertia torque compensation

60M O A acceleration compensation

The three compensated gyro outputs are then transformed from

the gyro input axes to body coordinates.

b b 6
AO C

where

40 compensated gyro outputs along the three gyro input axes
b

C (notnorthogonal) transformation from the gyro input axis
9

to body coordinates

The trans formation matrix C is labeled QHIS in the program. The
9

elemtents of this matrix must be consistent with the rotation matrices

which specify the Ui, o, 9) axes of each gyro relative to body coordinates.

These rotation matrices are labeled QGBX, QGBY# aid QGSZ. All of the

matrices are obtainad from the initialization datasot for the colqpensation

module.
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5.2 LASER GYRO MODULE

The laser gyro module (GYROS) simulates three body mounted gyros

plus their incremental angle detectors. The laser gyro model contains

the following error sources:

0 Gyro input axis misalignment.

, Scale factor error.

, Scale factor turn-on transient.

a Gyro bias drift.

* Turn-on transient drift.

* Angular random walk.

• White angular noise.

* Angular quantization.

The model of the laser gyro is discussed in Section 5.2.1. Section 5.2.2

desoribes the mechanization of the laser gyro module (GYROS) and

Section 5.2.3 describes laser compensation module (GCOMP).

5.2.1 Principles of operation and Model of the Laser Gyro

This section develops the principles of operation and other

salient characteristics of the ring laser gyro, a recent development

in optical technology which shows promise of replacing many conventional

inertial gyros. These principles lead, in turn, to the model imple-

mented in this modulo for zimulating the perfoxmance of these strap-

down laser gyros.

The laser gyro is basically a laser that has three or more re-

i flectors arranged to enclose an area. These three mirrors, in con-

junction with the light-amplifying material in the laser path, com-

prise two optical oscillators-one that has energy traveling clockwise#

and one that has energy traveling counterclockwise around the sam path.
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The optical length of the path they travel determines the frequencies

at which these oscillations operate. When the enclosed ring is rotated

in inertial space, the clockwise and counterclockwise paths have effec-

tively different lengths. The path difference in these two directions

causes the two oscillators to operate at different frequencies, and

this difference is proportional to the rate at which the ring is rotating.

The readout of the laser gyro is then accomplished by monitoring the

frequency difference between the two lasers.

The foundation of laser gyro technology is the description of the

phenomenon by which the path around the ring can be different for ob-

servers (photons) traveling with the direction of rotation than for ob-

servers traveling against the direction of rotation. In accordance with

the principles of general relativity, two observers, traveling around a

closed path that is rotating in inertial space, will find that their

clocks are not in synchronization when they return to the starting point

(traveling once around the path, but in opposite directions). The ob-

server traveling in the direction of rotation will experience a small

increase, and the observer traveling in the opposite direction will

experience a small decrease in clock time. The difference in the read-

ings of these clocks depends upon the inertial rotation rate, the area

enclosed by the path, and the speed of light. Since the laser gyro uses

photons, traveling at the speed of light, for observers, the time dif-

ference appears as an apparent length change in the two paths equal to

the observers' velocity tlmos their time difference. AccordIngly, even

though both observers traverse an identical physical path, they see an

apparent length change which is proportional to the enclosed area of

the path and its rotation rate in inertial space.

The fundamental boundary condition governing the operation of the

laser gyro is that the laser wavelength A must be equal to an integer

function of the optical length L around the cavity. That is

X - L/N (1)
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'

where N is a large integer typically interange of 10~ 6o1

length change of AL will cause a wavelength change of

AX AL/N (2)

The corresponding frequency change, by logarithmic differentiation,

is given as

- AL (3)
f L

KAccordingly, given small length differences AL and reasonable
cavity lengths L, the operating frequency should be as high as possible.

The relationship between inertial input ra.te Q and apparent length

change AL can easily be shown to be

4Afl
AL c*4

where A and C represent tho enclosed area and the speed of light,

respectively.

Thus, the equation relating 11 to Af, in termw of gyro size and
~:j.wavelength, is determined by substituting Eq. (4) into Eq. (3) yielding

This represents the ideal. laser gyro equation, but fails to

account for the three principal error sources effecting the operation

of all laser gyros. In descending order of importance, they are:

lock-in, null shift, and mode pulling.
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Lock-in arises due to the mutual coupling between the oppositely
directed traveling waves and has been the focus for most of the effort

to eliminate the laser gyro's error sources. When the rotation rate
is reduced below some critical value (called the lock-in threshold),

the frequency difference between the oppositely traveling waves syn-
chronizes to a common value. Thus, for rotation rates below the lock-

in threshold, the laser gyro is unresponsive to rotations.

The principal method employed to minimize the effect of lock-in
Ai is to bias the laser gyro with an artificial input rotation such that

zero inertial rotation rate corresponds to a point exterior to the locked

region. As a result, the system operates at all times with a differential

path and a frequency difference with respect to the oppositely traveling
beams. Such a bias can be introduced by any technique which introduces

an anisotropy in the index of refraction, again with respect to the

oppositely directed beams, and is commonly effected by either mechanical

or optical means. In turn, each of these general techniques can be em-
ployod in two ways; by holding the bias fixed, measuring the input rate
or angle, and observing differences in the laser gyro output rate dueK7]: to the input rate, or by introducing a negative-to-positive alternating

'bias,V Due to a reduction in the requirements on tho absolute stability
of the magnitude of the bias, alternating bias techniques are generally
imployed. The idea behlind this method is to minimize the (switching)
timo that the laser spends in the locked region. Since the laser gyro
is basically an integrating rate instrument, only the not rotation ap-

pears in the output. The basic promise in the alternating bias technique
is that the bias is varfuctly symmetrical. Thus, the laser is allowed

to remain unlocked over most of the Odither" cycle, and hence the gyro

is responsive to any nonzero input rate.
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The error generated when the laser gyro is biased by a sinu-

soidal dither, at a rate several orders of magnitude greater than the

lock-in rate, is characterized by a one-dimensional, random-walk pro-

cess. Althougb the mean or expected error is zero, the root mean square

error is not and is given by

rms error t) = V - t arcsec (6)

where

K - gyro scale factor (arcsec/count)

t = time (s)

= lock-in threshold (deg/h arcseu/u)

peak dither rate (deg/h u arosec/s)

Numerical values are a function of the gyro size and operative parameters.

As an example, the Honeywell GG/1300 laser gyro (5.7 inch, visible) has
K 1.5 arcsec/count, f typically 0.5 deg/s (1800 deg/h), and

3.77 x 10 deg/h (amplitude of 400 arcseconds at a frequency of

150 Hz). Accordingly, for this particular instxuwent
A

rms error (t) - 1.01 t1 / 2 aose-

In addition to any errors inherent in the lasor gyro, thore is additional

uncertaiaty associated with the sampling process.

With regard to other error sources, a null shift (bias) i intro-

duced into the output of the laser gyvo by any effect--exclusiva of iner-

tial rotation rate-which makes the clockwiae optical path length differ-

ent from the counterclockwise path .length. These effects arise from the

anisotropy (onreciprocation) of the optical parameters within the cavity

with respect to radiation traveling in two directions and cause a shift

of the beat frequency (output) versus rotation rate ideal curve. Unless

the gyro is properly designed# nu l-shift errors can be orders of magni-

tude greatear than input rates.
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On tse other hand, mode pulling, more correctly known as anomalous

dispersion correction, is a phenomenon which causes variations in the gyro

scale factor. The difficulty in maintaining scale factor accuracy does

not lie in the geometric dimensions, but rather in the index of refraction.

The anomalous dispersion due to the atomic transitions in the lasing

medium creates a gain-dependent correction to the scale factor which is a

strong function of the operating characteristics of the laser.

5.2.2 Laser Gyro Model Equations

The laser gyro module (GYROS) simulates three strapped-down laser

gyros. The gyro module computations are shown in Figure 5-8. The equa-

tions are summarized in this section. The equations for each platform

axis are identical.

'1) Scale-Factor T'rn-On Transient

The gyro scale factor consists of a bias plus an initial turn-on

transient. The turn-on transient is modeled as a simple exponential

function.

S S ( )a

T T

Whore

, (0) -initial scale factor transient amplitude

ItS eXponential transient time constant

(2) Scale-Fto an yro IA~ Miqalii iot

The three gyro input axes are aligned with the body axes except
for the gyro misaaignment angles which aro relatively small. The

tran formation from body to gyro IA axes is

Te pro ram combines the gyro input axis wisaliguments with the totalI scale factor errors.
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K K K IS _V
11 12 131 132

31 32 33) 32 31 3)

The elements on the main diagonal are total scale factor error.

i-.S =S O0 ST  .

} /iS O  costant scale factor error

exonential turn-on transient

The off-diagonal elements are the input axis misalignments.
th tth

"misalignment of the gyro input axis about the jth

- t.... e plattfo jCm a1is2 9

The laser gyro module obtains the values of the o elewents from

the mdule initialization file. Tho K,, elements are specified directly

rather than the values for scale factor and IA misaligwonts. The ale-

mntts on the main diagonal are the values of constant scale factor error.

ii os
0

The of£f-diagonal elements correspond to the input axis misalign-

.. s oxcep, t for sign.

K. tv (microrad)

The pogram thent adds the scale-factor transients to the main

diagoital ezents to form the cnlcte rat( sensitive matrix.
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(3) Gyro Bias

The yro bias D produces a constant error in the indicated angu-

lar velocity along the gyro's input axis. Typically there is a shift

in this coefficient each time the system is turned on.

(4) Exponential Drift Turn-On Transient

The turn-on drift transient is modeled as a simple exponential.

DT  = D ()e -t/TD

where

D T(0) = initial amplitude of the drift transient

TD = exponential transient time constant

(5) White Angular Noise

The measured angular rotation about the gyro input axis is corrupted

by angular random walk and angular noise which is essentially uncorrelated

with time. That is, the correlation function of the noise is

RNT) 2 -ITI/TU
( = ON 

where TN is of the order of several milliseconds or less. The program

approximates the noise process as discrete white noise since the correla-

tion time is substantially smaller than the simulation time step. The

discrete white noise model is

60WN (n+l) ONWR

where
2

aN - variance of the noise

W - zero mean, unit variance Gaussian sample from the randomn
number generator
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(6) Angular Random Walk

The amplitude of a random walk process is obtained from its power

spectral density or by measuring its mean square growth rate as illustrated

in Figure 5.9.

The random walk process is simulated using the difference equations

2 1/2

60 (n+l) = 60R(n) + (a 2t) W
RW RW RW n

where
2

aRW = amplitude of the random walk process

At = simulation time step

W = zero mean, unit variance sample from the random number
n

generator

2 (units2  (M) (units /Hz)

S(w). 2a /

0 t )

Figure 5-9. Mean square growth rate and PSD for random walk

process.
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(7) Measured Rotation Angle

The total measured rotation angle 0. about the gyro input axis is
1

= (I + K) B +D +D
W-IB B'T

0. = At + 6OWN + 60RW

where

BIB = angular rate of the body in body coordinates

W = gyro scale factor and IA misalignment matrix

D = gyro biasB

D = turn-on drift transient
T

eW =angular white noise

GRW = angular random walk

At = simulation time step

(8) Quantized Output Angle

The pulse generator computes the number of output pulses produced

by the continuous angle 6i plus the stored angle residual. The output

pulses are then converted into a quantized indication of angular rotation

A6. about the input axis of the gyro.1

6 = 0. (n+l) + R(n)
1

n8  = Integer (O/q)

66 = qn0

R(n+l) = 0 - qn0

AO (n+l) - AO (n) + qn
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where

i  continuous indication of rotation about gyro input axis

R quantized angle residual

n0  number of pulses

6. = quantized indication of rotation about input axis

q = angular quantization

The navigation equations reset A6. to zero each time the platform attitude
1

matrix is computed.

5.2.3 Laser Gyro Compensation

The laser gyro compensation module (OCOMP) accepts incremental

AO rotations from the gyros and produces compensated A@ rotations in

body coordinates. The compensation module computes the compensation

for the following error sources:

a Gyro input--axis misalignment

1 *& Scale-factor error

* Scale-factor turn-on transient

4 *• Gyro-bias drift

o rurn-on transient drift

The indicated angular rate when scale-factor errors, IA misalignments,
and gyro drifts are present is

W (I++)B D +D
IB ;-B -'i
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where

% gyro scale factor and IA misalignment matrix

KB = gyro bias

DT  = turn-on transient drift

I
The estimate of platform angular rate given W. and estimates of the

A, -1

error parameters are

lb + l DR 2)1 = (I+K Wq) -  (Ni~-D T--

K "W-') Li 2 B 2T) 2

Since the output of the strapdown gyrus is incremental rotation

angle AGi instead of angular rate, the compensation is

AO 60-(W0

I

where

60 c -compensated incremental rotation in body coordinates.

AG. = incremental rotation obtained from the gyros.1

DB  = gyro bias compensation.

DT  = turn-on transient drift compensation.

% = scale-factor and IA misalignment compensation.

At = platform attitude matrix update interval.
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The off-diagonal elements contain the compensation for gyro input-

axis misalignment. As in the laser gyro simulation, the elements of

are specified directly in the compensation module input data file

rather than specifying the scale-factor values and the misalignment

angles

K.. = S (ppm)

Kij = +U ik (microrad)
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4 (1) Exponential Turn-on Drift Transient

A simple exponential iz used to compensate the turn-on drift

transient.

DT = D(O)dt/T0
T T

where

DO = initial compensation amplitude.

= exponential transient time constant.

(2) Scale-Factor Turn-On Transient

The compensation for the scale-factor transient is the exponen-

tial function

S S t/ T T(O)

i where

S ) initial compensation aplitude.

S=exponential transient time constant.

The elements on the main diagonal of the K. matrix contain the

total scale-factor compensation

IJ
= S + S

-0 T
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SECTION 6

ACCELEROMETER MODELS AND COMPENSATION

The program simulates three bod mounted SDF pendulous acceler-

ometers including the change in specific force between the accelerometer

locations and a specified location in the vehicle. The accelerometer

compensation module contains compensation for the lever-arm effects.

6.1 Accelerometer Module

The accelerometer module (ACCEL) simulates three strapped-down,

SDF, pendulous, floated accelerometers plus accelerometer lever-arm

effects. The output of the module is incremental velocity in accelero-

meter coordinates. The SDF pendulous accelerometer contains numerous

error sources in strapdown environments due to the high angular rates

which are present. Only the most dominait of thesc error terms - aniso-

inertia and output - axis accelerations - are included in the accelero-

meter model. Float suspension, float misalignment, and products of

inertia are ignored. The SDF accelerometer model contains the following

error sources:

4 lever-arm effects

* anisoinertia

* output-axis acceleration

* accelerometer input-axis misalignment

* scale-factor error both positive and negative)

o scale-factor rate sensitivity (both positive and negative)

o accelerometer bias
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* exponentially corielated accelerometer noise

0 g and g-squared coefficients

* quantization

The program allows tha user to specify one of three models for

the accelerometer rebalance loop:

(a) A "performance" model which ignores accelerometer float

inertia and accelerometer ddmping.

(b) A first-order differential equation model which contains

the accelerometer damping.

(c) A second-order differential equation model which contains

both accelerometer damping and inertia.

The validity of these approximations was examined previously for
the SDF gyro in Section 5.1.2. The zero-order and first-order approxi-

mation artifically increase the gain of the accelerometer .:ebalance loop
at high frequencies. The first-order approximation is reasonable because

it has negligible effect on the bandwidth of the loop (see Figure 5-4).

The zero-order "performance" model completely eliminates the loop

dynamics, and thtls produces an infinite bandwidth.

Section 6.1.1 derives the equations describing the dynamics of

the SDF pendulous accelerometer. The torque-rebalance loop is then

constructed using the dynamics of the instrument about its output axis.

Section 6.1.2 describes the mechanization of the accelerometer module.

The accelerometer compensation is discussed in Section 6.1.3.

6.1.1 Dynamics of the SDF Pendulous Accelerometer

The SDF floated pendrlous accelerometer contains a pendulous mass

housed in a gimbal which is floated and damped in a viscous neutral

buoyancy fluid. The unbalanced float makes the instrument sensitive to

linear accelerations. The motion of the float about the output axis is

a direct indication of specific force along the input axis of the

instrument. Thus, the instrument may be visualized as a SDF gyro with
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the rotor replaced with a pendulous mrass. Figure 6-1 is a simplified

sketch of the device. The instrument coordinates are called the input,

output and pendulous (i, o,, p) axes.

PENDULOUS
AXIS (P)

INPUT

GENERATOR

GENERATOR

OUTPIUT

rigure 6-1. SW~ pendulous acceleromete3r.
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.. This section develops the dynamics of the SDF pendulous acceler-

ometer to the extent they are represented in the accelerometer module.

While the dominant characteristics of the instrument are included in the

model, other known mechanisms have been emitted. The following assump-

tions are implicit in the derivation:

(a) The float is perfectly aligned with the accelerometer

case and can rotate relative -to the case only about the

output axis. This implies infinite rotational suspension

stiffness.

(b) The products of inertia of the float assembly (gimbal with

pendulous unbalance) are zero.

The development of the accelerometer dynamics will closely follow

the development in Section 5.1.1 for the single-degree-of-freedom gyro.

* This approach allows the two types of instruments to be readily compared.

The dynamics of the accelerometer are obtained by applying Newton's

second law to the float assembly. While gyros are desigi'fd to be

perfectly balanced about the output axis, this is not true for the
pendulous accelprometer. A known unbalance is deliberately designed

into the float. The accelerometer dynamics are obtained by taking

moments about point (0) in Figure 6-1. Point (0) is fixed in the float

and lioa at the origin of the float Ui, o,, 1)) coordinate system.

-fo 0 dt -fo dCt -0 d 61

where

torcue applied to the float assembly about point (0).

angular moentum of the float assembly about point (0).

m = mass of the float assembly.

r position of point (0).
-0

r = position vector from point (0) to the center of mass.

!!o) time derivativez of 40wrt inertial space.

o-



Since point (o) is fixed in the float, the angular Ao~tum

about point (o) is

H~ m xr (6-2)-fo o -if adt -o

Substituting Eq. (6-2) into Eq. (6-1) gives

d d d

!f dt tI~f -40 xm

The torque applied to the float consists of mass attraction torque plus

other mechanisms.

Thu, te racionto henon ravitational torques is

-fo dt (-0f 2-

~~ - a x. or-3

where a is the specmific force. it is more convenient to work with the

timu deri.vative wi.th respect to the float. Th1e Coriolis relation gives

0 d? (IO-if-)f + t" + zii a
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The inertia matrix is constant because point (o) is fixed in the

float assembly. Expressed in float coordinates (f),

f .f f fN",+ IF) (1o4 f ) + m? (r )a (6-4)-0 o-if -u f o4

where F(.) is the matrix representation of the vector product operator.

0: - 'W "20

iI
The objective is to expressi the float dynamics in terms of the

angular velocity and specific force in case coordinates, Expressing

the angular velocity of the float as the angular velocity of the case

S •plus the angular voloclty of t'he float with wapeut to the case gives

f f f

•~~ ic -VI}165where1

"Accordiog to the initial as-a )tiona, the rloat can rotate rela-

tive to the case only about the output axial i.e.,

•

C

120f " , o 0 0p
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and the principal axe.9 of the float assembly are perfectly aligned with

the (i, o, p) case axos. when the float output angle is zero. Thus, the

transformation from case to float is

0: -:01 6

0]

The angular velocity of the float i float coordinates is

-W.a

-i frc il oti coodinte 1,Af

1P

.5k C a x*a6( -9



2 2
M 10 +I IW W +( -I(W -W0 00 p 0 io ip

+1 W mr a. + Omr a (6-10)
0 0 P1 0p p

The output axis equation was derived assunming the products of

inertia are zero; i.e.,

1 0o 1 0?
an~d the pendulous m'ass lies aloncj the .egative.(p) axi5

1 f (0, 0., -r 1

A Th'e pxoduct rar~ is call~d the pendulosity.I p p

The torque applied about the output axis, M is assumed to

consist of

(a) Torque from th torque gen~erator, Mtg

(b) Viscous torque opposing the output axis rotation, C%00

(c) 0Gyro, disturbance torques, Mi

That is.,

,4t
m0 tg C0 0 Md (-



Substituting Eq. (6-11) into Eq. (6-10) and rearranging terms gives

1} + Co Pal + Mtg (ideal accelerometer)
0 0 0i t

+ (Ip - iW Wi (anisoinertia torque)

+ e (I I ) (Wi - W (anisoinertia coupling)

- (output-axis angular acceleration)

- 0 Pa (cross-coupling torque)
o p

+ d (disturbance torques).d
(6-12)

The arcelarometer rebalance loop is designed using the ideal acceler-

ometer equation.

1 0 + C U Pa. + M
0-0 0 0 tg

Since the other terms are ignored, they produce errors in the

indicated specific force and must be corn.ne.sated in the navigation com-

puter. Current inertial navigation systar use digital accelerometer

rebalance loops. A typical digital loop is shown in Figure 6-2. Each

output pulse represents an increment of velocity (integral of specific

force) along the input axis. All the error torques have been lumped

into M for convenience,

The rebalance loop mechanized in the accelerometer module is

shown in Figure 6-3. 1"he rebalance torque is generated by multiplying

the float output angle by the linear gain K where

K K K
sg t9

SThus, the program simulates an analog rebalance loop followed by a

&i-Ita-modulator to generate the incremental velocity output.
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Md GENERATOR

~~~ S(.- )Sg ELECTRONICS

TORQUE GENERATOR

Figure 6-2. Pulse-torquing accelerometer rebalance loop.

P ? K

S - 1 + So + 51(r K~

Figure 6-3. Simulated anahliy accelerometer rebalance loop.
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The rebalance loop equations are obtained by substituting

14 -KO
tg o

into Eq. (6-12) and rearranging terms.

k2 2
I~' +C&I+ [Pap + (I p I)( W0 0 0 0 P p i j3 1

Again, it is convenient to lump all of the sensor errors into the

disturbance torque MdThis gives

I +C%6 + XO6 Pa. + MA
00 0 0 o d

K, Fl M + (I +K

The acceleromueter miodule allows the user to selectively solve for

0in Eq. (6-13) using on*e of three models for thwe rebalance loop:

(a) A "Performance" model which ignores float inertia

and darping; i.e.s

0o (Ila + I/

()A first-order differential equation which includes the

accelerometer dam~ping; i.e.,

C6 + KO 0 P'a + .
00 'd



(c) The complete second-order model; i.e.,

1 0 + C +1 Y, Pa + MI
0 0 0 0 lo i d

The effect of using the zero-order or first-order approximations

has been discussed, but to reiterate - while the first-order model is

reasonable the "perfomance" model produces an infinite rebalance loop

bandwidth.

6.1.2 Accelerometer Module Equations

The accelerometer module simulates the three accelerometer

rebalance loops sequentially. Figure 6-4 shows the computations for

one platform axis. The computations for each of the axes are identical.

The equations indicated in Figure 6-4 are summarized in this section.

(1) Lever-Arm Effects

The displacement of each accelerometer from the vehicle reference

location is specified in the acceleroieter module input data file. The

lever arm is specified in body coordinates. The displacement of the

accelerometer from the reference location changes the output of the

instrument. The change in specific force can be derived from

Figure 6-5.

The specific force at the accelerometer location expressed in

body coordinates is

b b/(A d

+ 

2

b + 1b x (tP xrb) + b
- ib - -ib

+ ib 4 2 U x rb
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ACCELEROMETER

A'r r
-a-

BODY

Eb

Figjure 6-5. Geometry of the lever~zarm effect.

The first and second derivatives of r are zero because the lover

arm is asswned to be fixed in the body. 7hus, for a rigid lever arm,

the specific force at the accelerometer location is equal to the specific

force at the reference location plus the centropital and tangential

acceloration produced by vehicle angular motion.

ab b b b b *b ba + x '4 x) +~b (6-14)

The program mechanizes Eq, (6-14).

(2) Trans format ion into Acce leromete r Coordinates

The specific force, angular velocity, and derivativia of angular

velocity generated by the random motion module (EN4V) are 'ransfornod

into accelerometor (,o, p) coordinates.
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SA A
a Cba

A, A

A. A
i =b

I ,th
where Cb is the transformation to (U, o, p) coordinates of the i

Ai
accelerometer. The elements of are not programmed constants-they

i are specified by the accelerometer initialization data set. The A

aiatitaccelerometer input-axis misalignment must be incorporated into the Cb]

input data.

(3) g and g-Sguared Coefficients

The accelerometer error generated by the g and g-squared coeffici-

Sents is obtained by multiplying each coefficient by the appropriate
A,

compnent of a

2
a Ka + Ka + Xa +K a..... 9 0. 0 P -Pa a

K a + a a +K a
ipai p op op P mP

where

A.
a (ai, a , ap).

. linear acceleration sensitivity for acceleration

along the ki accelerometer axis.

K a g-squared sensitivity (compliance) for accelerationjk
along the j and k accelerometer axes.

6
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(4) Accelerometer Bias

The accelerometer bias B represents the constant disturbance

torque applied to the accelerometer float. Typically, there is some

shift in this coefficient each time the system is turned on.

(5) Exponentially Correlated Random Noise

Exponentially correlated random accelerometer noise is used to

describe the stability of the following turn-on. The amplitude and

correlation time are obtained from power spectral density plots of

instrument test data. The two parameters are uniquely defined by the

amplitude and break frequency of the PSD. Figure 6-6 shows the required

relations. A more detailed discussion of an exponentially correlated

random process is presented in Section 5.1.3(4).

R(T) (UNITS2  S(w) (UNITS2/Hz)

* 0e AR K

i - -- -- - - -T Uw
2

Pigure 6-6. Autocorrelation function and PSD for
eVonentially correlated random noise.
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The accelerometer module simulates an exponentially correlated

time series using

a R (+ 1) = R (n) e e n2( a R~A/~n a(o) =0

where

a~ R simulated random accelerometer noise.

ft simulation time step.

TR correlation time.

2 steady-state variance of the rarAc .' process.

w. zero-mean, unit-variance gaussian sample from the

random-number generator.

Since the random proc-ess is initialized to zero, the mean square

va:lue approaches the steady-state variance in an exponential wmner.

j 202(

(6) iAnipa~inertia and Oil ifccleration Toyge

Vie sum~ of the anisoinertia anid output-axis acceleration torque&~

is

W p 1. 1 0 0

where

li I I u principal inertias of the float about (i, o, p).

W" W angular velocity of the case about the input

and spin axes.

3 time derilvative of the anigular velocity of the
0

CSCe about the output axis.
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(7) Rebalance Loop Dynamics

The float output angle 8 may be computed using one of the threeo

options shown below.

16 +C + K a M
0 0 0 0 10

PERFORMANCE MfDEL

FIRST-ORDER MODEL

SECOND-ORDER MODEL

SPa + (Ip )- (2 . 2 + K

1 P 1 P 3

.4 P(a - - a- a) +

where

U accelerometer bias.

a exponentially corroated accoleromater noiso,

a - q and g-squared aensitive error.

14 , anisoinertia and output-axis acceleration torques.
w

This ia a direct vchanizat.i '-i of the rebalaico loop dynamics

shown in Eq. (6-13). The impact of approximatiug the rebalance loop

with either the "peformance or first-order mod.Is i.q discussed in

Section 6.1. The discrate equations for each option aro

\.. 8



(a) Performance Model

6 (n + 1) ! (n + 1)/K 1

(b) First-Order Model

(n + (On) + -(-K 0o(n) + M(n + llAt
0

0 (.o  - Pai (o)/K

(c) Second-Order Model

0(n +) 0 (n) + 0 (n) T
o0 0

0(,+ 1) - 61() + (-c 0 (n) - K 0(n) + M(n + 1)IAt"0 0 0 0
0

0(o) -0

(00() a Pa (o)/K

The program defines acceloronxtor bias, random acelerototer-

noise, and the - and g-squarod errors with the opposite sign ho the

normal convention.

(a) Scale Factor

The program useso the following daiiadtioni for acceleromotax

scale factor I

a a a

where aI is the actual specific force and a. is the accelerumteor outputj

i.e., an inc i ase in acceleromter Scale factor decreases the agnitude

of the acl'clrometer output. Tho scale factor consists of a linear term

plus a term proportional to Jie specific forcv.

I.l



S l+SO+Sla]

(1 + so + Si eKfg~P 0

The scale-factor coefficients may have different values for positive and

negative values of specific force. The scale-factor equations are:

S 1 +SO+ S1 e > >0
W (+ )P 0 0-

S 1 i SO +s Kl 6 < 0
(-P o o

where

so so) positive and negative linear scale factors.

() s(-) =positive and negative rate sensitive scale factors.

(9) Velocity Quantization

The pulse generator couputes the nunmber of output pulses produced
by the output angle 0 plus the stored angle residual.

0

6 0(n +1) + 0(n) 0 (o) 0
0 R R

K

If (a6<0) S 1 SO + Sl (0)

n Integer (-)

=qSn
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where

0o = quantized indication of float output angle.

0o = float output angle.

8R = quantized angle residual.

S = scale factor.

q = AO quantization level.0

n. = number of AO pulses.0

The output pulses are then converted into an indication of the

change in velocity (integral of specific force) along the input axis of

the accelerometer. The output angle is a direct indication of specific

force.

a. = -S 11 P o

K= qn0

Thus, the integral of the specific force along the accelerometer input

axis over the simulation time step is

Sv. = a.At
1 1

_K K qnoAt

The accumulated incremental velocity is

Avi  = 6vi

The navigation equations reset Avi to zero each time the incremental

velocity is transformed through the platform attitude matrix.
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6.1.3 Accelerometer Compensation

The accelerometer compensation module (ACOMP) accepts incremental

velocity from the simulated SDF pendulous aiccolerometers and produces

compensated incremental velocity in body coordinates. The following

errors are compensated:

0 Accelerometer input-axis misalignment

* Scale-factor error (positive and negative).

a Scale-factor acceleration sensitivity (positive and negative.

* Accelerometer bias.

• K.i g-squared coefficients.

* Anisoinertia torque.

* Output-axis acceleration torque.

* Lever-arm effects.

A flow diagram of the compensation module is shown in Figure 6-7.

The compensation equations for each platform axis are summarized below.

(1) Scale-Factor Compensation

The incremental velocities from each accelerometer are compensated

for linear and acceleration sensitive scale factors. The accelerometer

output expressed at thp acceleration level is

~-l
ai  S (ai + 6a)

where ai is the actual specific force and 6a is the additive accelerom-

eter error. Thus, the estimated specific force given ai and estimates

of the scale-factor and accelerometer error is

ai - Sai - 6a
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Since the output of the accelerometer is incremental velocity rather

than specific force, the compensation is

Av i = SAv i - 6aAt

Separate scale factors for positive and negative specific force are

provided in the compensation module.

Avi

SO + (+) + sl(+) At V >0

AV . A
S = 1 + SOH + siH (. At, AVi < 0

where

SO SO = positive and negative linear scale factors.

S1 M, S1 = positive and negative acceleration-sensitive

scale factors.

(2) g-Squared Sensitive Error Compensation

Compensation is provided for the Kii coefficients, i.e., the

terms which are sensitive to the square of acceleration along the input

axis. The g-sensitive K and K coefficients are not compensated noro p
are the Kio, Kis ' Kss g-squared terms. The acceleration error produced

by Kii is

2
Sa - K a2
i iiai

The g-squared compensation is

6vg - Ku Av2/At
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where Kii is the compensation coefficient and 1/At is the rate at which
the incremental velocities are transformed through the platform attitude

matrix.

(3) Acceleration Bias Compensation

Acceleration bias produces a constant acceleration error.

6a. = -B

The bias compensation is

6v. = BAt
1

(4) Anisoineitia Torque Compensation

Anisoinertia torque produces the acceleration error

6a. = W(I -
1 p p 1 ip

where

P = accelerometer pendulosity.

Ii = principal inertias of the float about (i, p).

The compensation is

iv. = -(I - Ii)AOiAO /At
1 p 1 1 p

where AO. and AO are incremental rotations about the accelerometer
1 p

input and pendulous axes.
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(5) Output-Axis Acceleration Torque Compensation

Output-axis acceleration produces the acceleration error

I
Sa, - 0

P o

where

P - accelerometer pendulosity.

Io  = principal inertia about the float output axis.

The compensation is

I
6v i = - (Ae (n) - 'A6o(n - l)/At

i P 00

where A6 is the incremental rotation about the output axis.
0

(6) Lever-Arm Compensation

For a rigid lever arm, the specific force at the location of the

accelerometer is equal to the specific force at the reference position

plus the centripal and tangential acceleration produced by vehicle

angular motion.

a b b + b (Wb xb) +&,b xrb
a = b Iib ' ib r - -ib I

where
b

a - specific force at the accelerometer in body coordinates.
a

bab - specific force at the cg in body coordinates.

rb - lever arm in body coordinates.
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The objective is to compute the specific force at the vehicle

center of gravity. The lever-arm correction for the ith accelerometer

is obtained by evaluating the ith component of

6 = [_ x (xAOg x r b) + A2 0b x rb]/At

where

A 2g = A0g(n) - Ag(n- 1)

Aeg  = incremental rotations from the simulated gyros

The gyro outputs A_9 are the values before gyro compensation.

(7) Total Accelerometer Compensation

The compensated incremental velocity along the accelerometer

input axis is

AV.i (comp) = S(Avi) + (OvB + 6v + 6vI + 6vOA + v L )1 g Q

where

S = scale-factor compensation.

6vB = bias compensation.

6v = Kii g-squared compensation.

6vI = anisoinertia torque compensation.

SvOA = OA acceleration.

6vL - lever-arm compensation.

The three compensated accelerometer outputs are then transforied

from the accelerometer input axes to body coordinates.
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b bv a

a-

where

AV a  compensated accelerometer outputs along the three

accelerometer input axes.

C(nonorthogonal) transformation from the accelerometera
input axes to body coordinates.

The transformation matrix Cb is labeled QMIS in the program.a

The elements of this matrix must be consistent with the rotation

matrices which specify the (i, o, p) axes of each accelerometer relative

to body coordinates. These rotation matricez are labeled QABX, QABY, QABZ.

All of the matrices are obtained from the initialization data set for

the compensation module.
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SECTION 7

VELOCITY-ATTITUDE ALGORITHM FOR A

STRAPDOWN INERTIAL NAVIGATOR

The velocity-attitude algorithm is the second or middle module ofL the three main modules which comprise the navigation (and attitude) soft-

ware for a SD INS. The inputs to the velocity-attitude (V-A) module are

ideally the "incremental velocities" of the "center" of the vehicle in

the body frame over a computation cycle, A- (n), and the "incremental

angles" through which the body has turned with respect to the inertial

frame, expressed in the body frame, over a fast cycle, (n). The
ibinputs from the inertial sensors are the raw pulse counts which are

corrected in the precedinq compensation modules to give the computer's

best estimate of AV(n) and .b(n)

The functions of the VA module in the INSS are threefold:

a. The initial value of the transformation from the body

frame to the inertial frame, C(O), is cotputed using the

"loaded" values of roll, pitch, and yaw, to form c , and

the "loaded" values of wander angle, latitude, and lougi-

tude, to form C (The "loaded values of the above param-
oters may include initial errors in each.) In normal sys-

tern operdtion C (O) would be comtputed by the initial align-

merit routine.

i
b. The strapdown alignment matrix, %(t), is updated every

computation cycle on the basis of the incremental angles,

a Oib from the gyros. The method may involve either a

d.c.m. or quaternion update (of the first, second, or

" .-.



i

third order) but in any case the updated transformation

is expressed as a d.c.m. for use in the FV transformation

j and for attitude computation.

c. The incremental velocity, A-b, is transformed from the body

frame to the inertial frame every computation cycle, by
i

premultiplying by . In an earlier version of the program,

the direction cosine matrix per se was not generated - since

attitude was not computed - and the transformation was

accomplished using the rotation quaternion, qi and its con-

jugate, q. , viz:

qb Vb Cb V i

One additional operation is performed in the V-A algorithm, simply for

convenience in computing attitude; this is the generation of the trans-

formation from the inertial i) frame to the "new" earth fixed (e')

frame, Ci . This transformation accounts for the multiply defined

inertial frames, i and i', and permits the direct use of the earth-

fixed to "new" LVWA transformation, Cet, in the LVWA navigation algo-
rithm to complete the computation of the "attitude" matrix.

7.1 Initial Strapdown "Alignment" Matrix, C(O), and Initial

Alignment Quaternion, qb(0)

The initial body-to-inertial transformation is formed as the

product of two rotation matrices, and C . In the notation of Appen-

dix B, C is

= (/2)X(n) (4J )( O (V)

CP.SY I -SR*SP'SY -CR'CY -CR*SPoSY + SR*CY

= CP'CY I -SR.SP.C¥ + CP'S¥ I-CR*SP*CY" - SR'S¥

[SP SRCCRCJ (7-2)
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where

R =roll
9loaded

p= 0 =pitch values may
include errors

Y Ow yaw

and s =sin and c cos
IC

In the v-A module, Cis denoted by QPB. (A lot of framies are

the P-frame in the actual INSS program.)

C at t 0, and hence w. t 0, is
C i

C (0) ()XW (a (0
c c

* LO-CW - SLO-SLA-SW I-CLO-SW - SLO-SLA-CW ISLO-CLA

CLAOSW ICLA*CW I SLA

(7-3)

where

LO longitude )loaded
LA L latiLtude values may)include errors

W a wander angle

In the V-A module, C (0) is denoted by QIP. Finally, the body-to-

rotaionmatrices,ie.

C() C(0) O (7-4)
b

Thsproduct is denoted by Q18 in the V-A module

In the case where a quaternion update algorithm~ is to be employed,

it is necessary to coivert the initial body-to-inertial d.c~m. (or rota-
j

tion matrix), %(0) to the correspondii.4 unit (or rotation) quaternion,
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- (0). Later (in the V-A module), when a quaternion update is performed,

the updated, normalized (unit) quaternion is converted to a rotation

matrix for AV-transformation and attitude computation. The link between

a unit or rotation quaternion and the corresponding rotation matrix is

the interpretation of the rotation matrix in terms of the direction

cosines of the axis of rotation, and the angle of rotation developed in

Appendix C. Calling the initial alignment matrix, R = [rii], the initial

. (t = 0) quaternion elements are computed as indicated below:

+ r1 1 (0) +r (0) +r(0
11 22 r3 3(O

q0( 4

q1 (0)= [r 3 2 (0) - r23(0)l/4q0 (0)

q 2 (0) (r 1 3 (0) - r3 1 (0)1/4q 0 (0)

Upt (0) (0) r(0)]/4qo(O) (7-5)

7.2 gpdating the SD, Alig ent Matrix or puate.nion

Upd~ating Cbi t) or 4 1,(t) frum t to t + At, re quir'es the integration
of one or the other of the following equations:

C b for" a d.c.m. %3data (7-6)

or

q for a quaternion updato (7-7)

where the superscript dot denotes differentiation with respect to time.

Obviously the sirplost form of inteqation which may be employed

(first order) is to multiply the derivations by At and add them to tl|

old values, viz:
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7.2.1 First-order DCM !Update

Cb (t + At) tW + W tAt

bb

+ ~(t)&t] 78"ib

ib b -1

L W 4 - iib ib ib I j

- A b bb ibj

21 1

If the'el,( nts of M~t -are ca11ei C: c~~-1 ,3ad. t1hc non-

mero -clenents of ~ COP "Va
bb

wj At -A
ib

w A O ange f rolf
ib,

bA AO~ W~Itif

3

'Man the %b(t + At) rosultinq from the first-otder update is

11 C12 C13] [2
(+ 40 

1 C3  c -O

121 ~22 C231

32 c 3 c -60 AO~ (7)

j unless all the AO, are zero~, %.(t + tAt) will niot be a true rotation

matrix~. The critwrion for a rotation maatrix is

7-5



- 6 -9)

cc cc CC = C C I (7-9)

or det C = det C det (Cc)l +1

To attain (or approach) the above condition the updated d.c.m. is (at

least periodically) "orthormalized" - to the first order - by using the

following algorithm:

1ot c( c 1 ) (7-10)

7.2.2 First-Order Quaternion Update

By analogy with Eq. (7-8), we may write the first order quaternion

update as
q + qi i

qb(t + At) (t) b(t) t

- qt) 1 + (t)At (7-11)

While the matrix by matrix multiplication in Eq. (7-8a) is well defined,

the corresponding quaternion by quaternion multiplication indicated in

Eq. (7-11) has not yet been defined.

Let us generalize the expression in the square brackets in Eq. (7-11),
b

[I + -ib At], and call it the quaternion V, where:

AP p0 +g (7-12)

and p i + p j + p k

A

4' and i, j, k are the frame vectors (unit magnitude, mutually orthogonal,

right handed) (in the p&rticular case i, k are along the x, y* z

- I axes of the body frame).

7-6
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A good concise summary of the elements of quaternion algebra is

presented in Section 2.2.1 of Reference 3. The product of two quater-

nions, p and q, may be written as

qP = q0P0 - aap + q0
p + + Sxk (7-13a)

The preceding vector-scalar form may be handy analytically but the most

efficient form for mechanization in a digital computer is as the product

of a 4 x 4 matrix by a 4 x 1 vector, i.e.,

-0 1 -P 2 -p 3  q0

P P0 P3  P2  q1
qp =

P2 -P 3  P0  P1  q2

_P3  P2 -p1  P0 _ Lq 3 . (7-13b)

The purist may object that Eq. (7-13b) is an expression for the elements

of the quaternion product rather than the product per se which, of course,

is correct. To be rigorous then the left hand side of Eq. (2-16) should

be expressed as

IqP) 0 (qp)lI (qP) 2 (qP) 3 "

The rearranged product pq is given below:

Pq = P q0 - P " q + P q + pq0 + px( (7-14a)

where it is seen that the sole difference is in the sign of the vector

(cross) product term since pxq = -axa
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(Pq) 0 PO -pl -P 2  -P3 qo

(Pq) 1 Pl P0 -P3  P2 q

(pq) 2 P2 P 3  P 0  -pl q 2

(pq) 3  P3 -P 2  Pl PO q 3  (7-14b)

Equation (7-13) is perfectly general. When applied to the first

order case of Eq. (7-11), we have

7 AI AO AO
qit+ t 12 3 qbI (t)

qb (t+At) 0  2 2 2 0

AG1  AG3 AO2 i
qb(t + At)1  2 1 2(t)

AB A 2 Ae 3 Al i

qb(t + At) 2  - 2  2 1 - 1  qb W 2

AG3 AG2 AG 1
3(t + At)3 2 2 1 q(t) 3 (7-15)

Note that p is not a unit quaternion unless w b is zero; hence the
ib

quaternion product, pq, will need to be normalized by dividing each

element of the product by the square root of the norm, N(pq), where

N(pq) (pq)2 + 2 (pq) 2 +  (pq) (7-16)

The first order d.c.m. and quaternion updates and (ortho)

normalization have been presented by way of an introduction and to point

up the similarities and differences in the simplest cases. The first,

second, and third order updates for each are presented in the following

two subsections.
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7.3 Direction Cosine Matrix Updating

The equations for higher order updating-based on the availability

of incremental angles at discrete times are derived in (3) and the

results are presented here.

The matrix to be updated from t to t + At is denoted by C(t),

while the update matrix, of order i, where i = 1, 2, 3, is M i(t, At),

while the resultant updated matrix is Ci (t + At) or

C (t + At) = C(t)M (t, At) (7-17)
1 3.

The AO. of the previous sections are shortened to 0., while the AO. from11 1

the previous pass (At earlier) are shown as Q". Further,

2 A 2 2 2
0 1 + 02 3 (7-18)

The first order d.c.m. update (as before) is

C (t + At) = C(t)M1 (t, At) (7-19)

where
o -e 3 02

Ml (t, At) = I + 2 3  0 - 1

-02 01 0

The second order d.c.m. update is

C2 (t + At) = C(t)M2 (t, At) (7-20)
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11 where

l + a1232 2 1 0

2 2

ott t o23 2 ::1: 02)U

Note that the second order update approaches R (see Appendix C) as

sin 1- cosO 1- . and 2

The third order d.c.m. update is

C3 (t + At) = C(t)3(t, At) (7-21)

where M3 (t, At) M2 (t, At)

0 2028 +06* * i6(2626 +0 *
3 102 281 2 31 0103

+ - (2020 + 00 61 0 I2020 +6a0* a*
12 3 1 2 2 1 1 2 300

I 3

2020 + 0 0* 0 0* I22 0 * * I 2 + 0
2 3 1 13 1 2 3 3 I

* *

In the third order update, the terms ( 0 0I - 0.) correspond to Wu x a)
It was found (5) empirically that the inclusion of these terms in

regimes of very high angular acceleration,w, degraded the algorithi

performance. Accordingly these terms may be omitted at the user's dis-

cretion. (they are presently "commented" out of the third order d.c.m.

update.)

The program flow for the d.c.m. pdate utilizes Eqs. (7-19), (7-20),

and (7-21) in order, as required, followed by Eq. (7-17), and ortho-

normalization using Eq, (7-10).
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7.4 Quaternion Updating and DCM Generation

Regardless of the order of the update, the form follows Eq. (7-13),

while the equations are derived in (5). The quaternion to be updated

from t to t + At is denoted by q(t), while the updating quaternion, of

order i, where i 1, 2, 3, is p (t, At) and the u2dated quaternion

is q(i)(t, At) or

4(i) +t)=q(t)p (i)

q (t + At) = (t, At) (7-22)

i I (i)

The elements of p (t, At) are all functions of the A6i/2, shortened to

0./2, while the AOi/2 from the previous pass are shown as ei/2. Simi-

larly, 02 from the d.c.m. case becomes

?. ~ 3) - (7-23)

The first order update quaternion (as before) is

S(1 Ct, At) = 1+ (7-24)
2I %

or (1)
p0  1

12 0pCl) _81

2

(1) 02
p2

2 2

The second order update quaternion is

(2) (t, At) - pl(l)7(t, t) -

= p (1)(t, At) - () (7-25a)
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Since the second order portion of the update is a scalar it affects

only pot so

Li(2) (i) 1 2 1 2

PI(2) (1)
Pi pi = 1, 2, 3 (7-25b)

The third order update quaternion is

)(t, At) = p (2)(t, At) - g • + x(7-26a)

Since the third order update is a vector, it does not affect po so

(3) (2)

p p
(3) (2) . (o2 03 3 2

'i Pi -2 2T2T2/2

(3) (2) 1 01+ 3el. 0
2 22 2 2)

(3) (0)1FO'' ' /02 2 o132 p3  2 2 2 (7-26b)

The similarity between the third order terms of the update for the d.c.m.

and quaternion should be noted. The main difference is the use of 0i/2

in the quaternion, whereas 0 appears in the d.c.m.

Obviously, the simplest way to formulate the algorithm to imple-

ment Eq. (7-13b) would be to form the four elements of the update quat-

ernion# p Mi, of order i - i.e., start with first order, add second and

third order terms as required, form the 4 x 4 matrix from the elements

of p(i), and perform the indicated matrix by vector (4 x 4) x (4 x 1))

multiplication.

7-12
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The V-A module, uses three separate inline-coded, matrix by vector

multiplication routines - one for each order of quaternion update. How-

ever, the algorithm used is correct, even though it takes about twice as

many statements as the simpler and more elegant algorithm (see reference

(5), in subroutine HSINTG).

After forming the updated quaternion, p(i) (t, At), it is periodi-

cally normalized by dividing each element by the square root of the norm

as indicated in Eq. (7-16) that is

dA~q2 2) 1 / 2

qi norm= qi/d, i = 0, 1, 2, 3 (7-27)

where the q's are elements of the updated but unnormalized quaternion,

and qi are the elements of the updated, normalized quaternion.
norm

Next, the quaternion is converted to a d.c.m., as shown in
(i)

Appendix C, to obtain Cb (t + At). Omitting the subscripts, super-
norm

scripts, argument and conurents, the d.c.m. is

1 2 2 q) 2(qlq2 - q q0  2(q q1 +qq

* (i) (
(t + At) 2 (q3q0 +qqI1 - 2 q 2 qq

norm +  01,

2(q3qI -q 2q0) 2(q 2 q3 + q0q) , 1 - 2(q2 + q 2)

(7-28)

This completes the portions of the V-A module which depend on the

particular kind of update.

*In subsequent sections, it is more convenient to use "t" as the
present module operating time, rather than (t + At).
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7.5 Incremental Velocity Transformation

Once C has been obtained by either of the foregoing means, it is
bemployed to transform the incremental velocities - accumulated from (t - At) to

t - from the body frame to the inertial frame. The equation which is

actually mechanized is

i Ai At bAV t) Cb(t - -)AV (t) (7-29)

_bwhere AV (t) is given by
i..i t

Avb (t) a (T)d (7-30)

t - At

The approximate mid-computation cycle value of the body-to-inertial

transformation, (t - -), is obtained simply by averaging the updated

with the "old" value from the previous computation cycle i.e.

A - A At[C(t) + c(t -At) (7-31)

While the approximation in (7-31) is only first order (in AO), its

effects are not cumulative.

The final. operation performed on the AV's before output is to

transform them from the i-frame to the i' frame (the inertial frame used

by the navigation algorithm), and to sum them, if the navigation algorithm

is operating on a longer computation cycle. The transformation of AV's is

AVi 1(t) C i  (t) (7-32)

<ii

S*This transformation is denoted by DCMMID in program mnemonics.
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where
001

C C = Z(r/2)X(w/2) 1 0 0 •I !:C

or

AV = Av: (7-32b)
it 1

-_::. ilAV= AV:

7.6 Body to "New" Earth-Fixed Frame Transformation,C'

For attitude computation the updated must be transformed to

the "new" earth fixed or e'-frame, used in the navigation algorithm. It'e I

was shown, in Appendix B, that this added transformation, Ci is given by

!:I : c' z (Wet) (ff/2) X' (n,/2)~~2i

[sw et 0 CWiet7

33 -3
.- ciet 0 -iet (7-33)

0 1 0

where the value of t used in Eq. (7-33) corresponds to (t + At) in the

notaticn of this sections

Jf. The transformation which is output to the navigation module, Ce ,
4. b

or DCM in the V-A mnomonics is

See Appendix B.
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e# e

=c (7-34)

The sum of the AVi's since the last navigation computation cycle are also

output to the navigation module.
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SECTION 8

8. LOCAL LEVEL NAVIGATION ALGORITHM AND ALTITUDE COMPUTATION FOR A
" * STRAPDOWN INERTIAL NAVIGATOR

The navigation/attitude algoritim is the third or final module of

the three main modules which comprise the navigation (and attitude)

software for a SD INS.

The function of this module is to compute the velocity, position,

and attitude (roll, pitch and heading) of the vehicle at the end of

each "slow" computation cycle -- on the order of 2 to 20 Hz.

To accomplish this, the module is initialized at the start of

navigation (t = 0) on the basis of velocity and position data supplied

by the trajectory module.

During each succeeding (non-initialization) pass, the module

accepts incremental velocities, in an inertial reference frame, sumd

over the slow cycle, from the velocity and attitude algorithm, and the

barometric altitude from the altimeter module; this is all the informa-

. tion required for velocity and position computation.

For attitude computation, the module accepts the direction cosine

matrix relating the body frame to the "new" earth-fixed frame from the

velocity and attitude module and combines it with the DCM relating the

"new" earth-fixed frame to the computational frame (the "position"
matrix) and extracts the computed roll, pitch and yaw. The latter is

corrected by the wander angle (azimuth of the coputational frame) to

obtain the heading of the vehicle.

8.1 Analytical Development of the Local Vertical Wander Azimuth Navi-
gation and Attitude Algorithms

The actual form in which the equations for the conutation of the

earth-referenced velocity, position and attitude of a terrestrial iner-

tial navigation are mechanized in an airborne digital computer has been

the object of considerable study for the past quarter of a century.
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A survey of the algorithms employed in several aircraft INS's and

the algorithms recommended for future use (in tactical aircraft) was

covered in some detail in (R-977). The model for the earth and its

gravitational field is that of the WG2-72 ellipsoidal earth (R-977); many

of the equations relevant to this model are presented in PROFGEN, which

is the mission profile generator that ultimately will be used to drive

the simulator.

In terms of the first reference above, the navigation and attitude

computations used in the INSS most nearly approximate those that would

be employed with a space stable inertial measurement unit (SS IMU),

i.e., AV's are accumulated in an inertial frame, with a local vertical

wander azimuth (LVWA) computational frame, i.e., the equations of

motion are actually integrated in the LVWA frame. Still in terms of

the first reference, the algorithms used in the INSS correspond to the

upgraded algorithm. It should be noted that the sign of the wander

angle used in the navigation algorithm has been reversed with respect

to the reference to conform with the remainder of the program.

With these preliminaries, the equations mechanized in tile naviga-

tion and attitude computations are presentod. Note that the first sec-

tion is extracted directly from (R-977).

8.2 Navigation Equations in Local Vertical Frame

The fundamental equation of inertial navigation for a navigator

employing an earth relative computational frame (c-spaco) is -giv n by
,c e gC_fC -- (C c + C a (8-0)
v f +41 oll +Z1.)v(80

- cc -a

where vo is the earth relative velocity in computational frae

* c
v is the ti1w rate of change of v
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f is the specific force (the portion of inertial accelera-

tion sensed by the accelerometers) expressed in computa-

tional frame coordinates

g Gc_ Q r , is the resultant of mass attraction, GC_ = -- iele-
and centripetal force, -Q r , expressed in computa-le ie-

tional frame coordiantes

e is the earth-fixed frame which is rotating at a constant

angular rate, w ie' with respect to the inertial frame

i is the earth-centered inertial frame which is regarded

as non rotating with respect to the "fixed" stars

2c is the skew-symmetric form of the angular velocity of the
ec

computational frame with respect to the earth-fixed frame,

expressed in computational frame coordirates, c
-ec

Q c is the skew-symmetric form of the angular velocity of the
ie

earth-fixed frame with respect to the inertial frame,
c

expressed in computational frame coordiantes, W-ie" The

magnitude of W1., Wie' is a constant but the components

vary as a function of latitude (and wander angle).

The function of the navigation computer may be considered to be the

integration of equation (8-0), to obtain the earth relative velocity,

vc followed by a second integration to obtain the earth relative posi-

tion. Since the earth relative position is expressed mainly in angular

coordinates, latitude, longitude, (and wander angle), it is necessary to

convert the level components of linear velocity from the first integra-

tion into angular velocity form by dividing by the appropriate variable,

radii of curvature to obtain wc which is then converted to the skew-

symmetric form, SIc . The differential equation which is integrated to
ec

obtain the angular position is 3 . Ce 0c (8-0a)
c c cc
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The actual latitude, longitude (and wander angle) are extracted

from C0 via the appropriate inverse trigonometric functions. No primes
c

(') have been added to the c, e, i frames, since usually one each com-

putational, earth-fixed, and inertial frame i:i sufficient. However, the

primes are employed in the following presentation to differentiate the

"new" c, e, and i frames from the "old" c, e, and i frames.

The remaining position variable, altitude is obtained by integrat-
c

inq the vertical component of v . An external altitude reference is

required to eliminate the inherent instability of any pure inertial

vertical channel. Thus, the minimum number of scalar integrations

required to mechanize a local vertical wander azimuth navigator is

thirteen (13). However, only five of the nine elements of Ce are

employed directly in the navigation computations so frequently only six

of the nine elements are computed.

8.3 Navigation Initialization

On the initialization pass, at t = 0, the navigation module obtains

the initial position and velocity from the trajectory module, while the

initial position errors are supplied from the module's own initializa-

tion file.

The initial value of the (LVWA) computational frame, c', to 'new"

earth-fixed frame, e', transfonnation, Ce,, or A, is computed from

Cc, - A 2 () Y(L) R(a)

cc- i -cast - sasLck sast - ccslc2ccI c I. £

cLs Z I cac - sasLst I -sac - casLst (8-1)

sL sacL cacL

where L is the initial latitude plus errors

k. is the initial longitude plus errors

a is the initial wander azimuth
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This matrix is the repository of the (horizontal) position infor-

mation for the navigation algorithm. It is developed in Appendix B.

8.4 Initial Velocity

The initial earth-relative velocities in an ENU coordinate frame,

v , are computed with their initial errors and transformed to the LVWA

computational frame, c'.

V = V + v-nav -

- na= C v (8-2)v nav -nay

c'c' 9'
where C£ Z - C9 , CZ

and C£, X(c)

and Cl ' 2( r/2) X(7T/2)

(See Appendix B).

The form in which equation 8-2 is mechanized is

v =l x(a) 9(ir/2) R(Tr/2) v-(-aa
-nav I --nav

since the quantity if square brackets merely respresents a rearrange-

ment of the elements of v
-nav

C'
8.5 Initial Angular Rate, we1 cs

The initial radii of curvature are computed using the exact formu-

lae and the parameters of the WGS72 ellipsoid

+ re
rp = h + 2 1/2 (8-3)

1-C A83

l 8-5



and r h + /2- (8-4)
m nav  (-i 2 A2  3/2

31

where r is the earth's equatorial radiuse

C2 is the square of the eccentricity of the meridional

ellipse

A 31=sL is the sine of latitude

h =h(O)+Eh is the loaded value of the altitude above sea level
nay

r is the radius of curvature of the prime vertical ellipseP

r is the radius of curvature of the meridional ellipse
m

The angular velocities about east and north, wE, (N are computed
from -VN

fro= - (8-5)
E r

m

and = E (8-6)
WN - r

p

where in general,

C' wV = v cC o - V3 cSE 23

and= 1  c Sa + V cot
N 2 3

The angular velocities about the horizontal axes of the computa-

tional frame are computed by transforming the WE and WN from the 1'

frame to the c' frame -

0

c A
S, ,= = X(a) W (8-7)
-e c E W

UN

where the pi are the component5 of the angular velocity of the computa-

tional frame in the new "earth-fixed fraIe".
I

Equations 8-3 through 8-7 are mechanized in a subroutine (ANGVEL).
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The components of the earth's sidereal rate, W--ie c in the coupu-

tational frame are

wc.X C = :-Ise' = i

C ie

i' 3 ie

C'
= Ce , 3 W ie

= 3 c I ie

= [ 3 A] Wie (8-8)

Twhere e3 is a unit vector whose elements are [0, 0, 1]

All equation 8-8 says is the elements of ie , are formed from

the elements of the third row of the A-matrix and the earth's sidereal

rate, W i, which latter is directed along the Z axis of the ' and e'-

frames.

The total angular velocity of the "new" computational ('c) frame

with respect to the "new" inertial (i') frame, in the "new" computa-

tional frame, C i-. i 'C
ICl et

41' + 4 Sc- (8-9)

8-7



and are the gyro torquing rates for a gimballed LVWA IMU. In the

present SD case, these become the "matrix" torquing signals to update

the Cc: for the Av trantormation.e

Coriolis and centripetal compensation requires, w-Cori

where c c
w3 = w-e, t,+2w°'.--
-cor -e c ife

(8-10)
C' C

= -i'C' +--iecl co

and the form of the correction is W X v_ or (see equation (8-0)
-cor

ct  cl

(W Xv) = cor Xv c (8-11)

cor - o-
0 I w vc'

c3 4 coc
3cor3  corl1 2

S I c'

-wI Icr 0 _v3

cor cor 321

Since the correction is applied at the velocity level all the

elements are multiplied by the computation cycle, At.

Equations 8-8 through 8-11 are mechanized in a subroutine (TORCOR).
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A Several other computations are required in preparation for the first

normal pass through the navigation algorithm.

4 First,-the computational frame to earth fixed transformation,

computed at t=0, A(O), extrapolated to the middle of the first computational

cycle, using the initial values of the computational frame. (0) or

! C e W,(0 ), and a second under update.
,iI ~~~ ~ c ()+ecec 2

= A, (0) + Sc C + [ 0)

2

where 0 -P 3 (0) p (0) c

L-p2 (0) 0 LP (0)

.A: and At is the navigation computation cycle.

A
The expression in the curly braces is computed in subroutine AUP, which

accepts as inputs 0 and 0 where (in this case)
y z

y P2 2)

At
P 3 (0)

and the update matrix 2 + 2

2' o.. 2 2 1- 0y~z1- )

is extrapolated to the middle of the first computation cycle using a first order

• algorithm.
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where 6 A A -' - (0) -" (0 At

vn (0) sin L(0) a

At] p At

't Mid-compton cceitd is eo otaedb exrapolio of the iniut tialrm

valu Cnd the iniia vetia velocity4

whr (t (L h(a V0 (0 At) (85
(L22 u 2

Mest-comptonte itd is er.Howeebtiedb exrapoeo of the omuttialre

i' are not generally north-south and east-w4est and must be resolved through the

ili lwander angle (or azimuth of the computational frame).

l The vertical (up) component of gcavty is

A(Lt~ +gO) V sin2 At L-

g1.:::. .-~ - s ina A/At

2 2

Both- th ed sin2  e )o+ a2 8-16a)

:i! ,^/At • ^ IAt

a- where .in co mp - , i3s r n, R

(2

The level c npo r-uent, g2 and g3 ' which ar east and north for 0 are

2 A / 8-A

At). !)1421 (
where sin



r9 22 g~ A)i f(.Cos L(t si 81b

t ()At)

cOs h (L2 Lo ~

A-A1A/t ( -6
adg 3-2877057Lft/sCst

2 -4 2

g L a.211 ft/sec (

and go 6320877105 ft/e
-15 -2

6 .819901 ft/e

-4 2 2
9 7.1 x10 ft /sec

Th xrLatdAmti as sdt eopt h ooi
corrections~ (cl1OCR oenal proraet h i-optto

cycle.7xl f

L~~~~v'~~1 (0 ar-e1ozeo ~.

81 ,-2gh = SI2xOf



8.6 LVWA Navigation and Attitude Computations for Normal Computation

The following operations are performed every navigation and atti-
41 tude) computation cycle following initialization. While At is used for

this module as well as all the others, it does not necessarily follow

that all the At's are the same. What is necessary is: the At for

"later" modules must be the same as or an Integral multiple of, the

computation cycle of all the "earlier" moudles which supply the input

, J data to it.

Note that in the navigation algorithm the inertial, earth-fixed,

and computational frames are all the "new" or primed frames, unless

stated otherwise.

1) Transform Av's from the Inertial to the Computational Frame

The effect of the two-step process is to mechanize

c' At Avi'

ocr: (t- it (t- ( V (t]

whereC~1(t At) [At-4]dor Av (t) c ,(t- At) Ave(t)

1 2-
cl At At

where C01 (t- -- )= (t--)
22

Atte

and (t- is the transpose of the extrapolated value of the "new"

4 computational to "new" earth-fixed frame transformation generated during

the preceding computation cycle (or in initialization). Strictly

speaking it should be denoted as
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'I ~~~ Con~_ute Comp~onents of Gravity in the LVWA Comuaina rm

The~components of gravitational and centripetal force at (t-At)

are computed using the WGS72 ellipsoidal formula, and the values of

I L, as1 h.

9 (tAt)+ C 2 (&-At) + Cg A 1 (t-At)j

g1t-) C0 31 g4

Ch A2 (t-At)l h(t-At) Ch 2 h(-AtJ
L~h 1 h431 j 2(

gc(t-At) =Ch A (t-At) A (t-At) h(t-At)

2 h 31 32

2) Update LVWA Velocity

The Av, Coriolis, and gravity terms are used to updated LVWA

velocity (per equation 8-0)

~ce ce '( At vc' At
- (t) =v (t-At) + Av' (t) + w -~~X_(t-At) t + g0 (t- A

3) Add Vertical DaMping Term (to VerticAl Velocity)

re . At Atj A(t 1 (t) + U~(t- :-i) + Cvd 6h(t- .- jJ
k" -3 -2

,,~'iiwhere Cvd 1 .62xl0 sec

I ~ ~At
&I (t- At) - 3J 6h(T)dT

21 C )

got and 6h are extrapolated values from the previous cavmputation cvcle.



4) Interpolated and Extrapolate Computational Frame Velocity

The velocity extrapolated to the middle of the next comp. cycle is

ACV At 3 c' 1 c'
v (- ~.)v t) V (t-At) (8-20)

The interpolated velocity is

AV At 1 l vCt + v - (8-21)

5) Compute Angular Velocity, f

~Th -The angular rates of the computational frame with respect to the

earth-fixed frame expressed in the computational frame coordinates at the

mid point of the comp. cycle, W "(t- Li) are required to update the A

matrix, C , from (t-At) to t.

The following inputs are supplied to the angular velocity subroutine,

ANGVEL:

CI (t- A

h(-At

hi (t- At
2

Cs a (t-Lt

2 At
gin L (t-

All except the first are the extrapolated oialues f~romi the previous

cycle, while the first is the interpolated value from the present cycle.
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9k:

At4The subroutine computes f (t- :tusing~ Equations 8-3 through 8-7.
6) Update Transformation from Comutational to Earth Fixed Frame

(from t-At) to t).

The values of P(t- are converted to angular form by multiplying

by At, i.e:

At A
P (t- -27) At 0

At
P t-L)At e

At AP (t- :-)A

The second order update matrix is formned by subroutine AUP, using 0 and

0above as arguments
z

The updated A-matrix, Ce:t is

*A(t) C e (t ,(t-At) + 0 (8-22)
cl 2

where the expression in square braces is defined by Equation 8-13.

7) Orthonormalize A (2) t)

(2)
The second order updated DCM# A -I) ~s orthonowialized every

NORTH Computati~on cycle.

1 (2) (2 (2

The orthonoximalized form, A {t), is restored as A~t).
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At
8) Extrapolate A-matrix to Mid Compiitation Cycle (i.e. from t to t +

in (6) the A-matrix was updated to t, A(t), using the angular
At At

velocities appropriate to (t- -iP(t- -). Now, A(t) is extrapolated
At2

using the same P(t- -) and the same subtn, AUP, with arguments

At At A

Pt-At) At e P
2A 2t- 2

At At
Pz

The extrapolated A-matrix i s

A(t + Cj C:(t + 1 tC~:t i+o4] (8-24)

where 9 0 -
2 y/

-0 0 0
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' 9) Compute Altitude and Perform Vertical Damping Calculations

The altitude is updated not only to account for the mean vertical
A C At

velocity over the computation cycle, vi  (t- 2 ), but also to include a

term proportional to the difference between the external and inertially -4t
derived altitude over the same period, 6h(t- -) The equation mechanized

is

+rAC'(t At At
h(t) h(t-A) * [v I (t-- 1 + Cvd Sh(t- 2 At (8-25)

The altitude is extrapolated to the midpoint of the next comp. cycle by

At. c' At

.(t + At2) h(t) + v, t (8-26)

Similarly, the external (barometric) altitude, h8 , is extrapolated to the

same time using

%At 3 I
(t + At = i hB(t) " g  h(t-4t) (8-27)

2

The predicted altitude error at (t ,(t +t ) is
!!!:i :"' h~t.- ) + 2 , 2' h) +--4 i

8 (B(t 2-ft) +- L

An approximate, scaled (by Cvd 3) integral of the altitude error,

in computed and applied at the acceleration (actually incremental velocity)

level when a third order loop is employed. Its effect is to provide

steady state compensation for vertical accelerometer or altimeter bias errors.

It is mechanized as

At At dt At)(-)
2) 'Qt 2' + Cv,1 t At

It is applied to the vortical velocity as indicated in 6-19.
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10) Extract Latitude, Longitude and Wander Angle from A Matrix

The procedure is outlined in Appendix B.

21/2

cos L(t) LA ](t) + A 1( tJ (8-30)

If cos L(t) - 0, latitude is +900 and longitude and wander angle are

indeterminate and previous values are output.

*- F~t 31tn (8-31)

L ~ (t) t .a 1t (-

A11OS(t)

IA t)
-1 [ 32(t

at(t) ta(~-t)~ (8-33)

During the succeeding operations and the next computational cycle, the

extrapolated values of the sine arid cosine of the wander angle will be

reqtuired. They are obtained fron,

cSc A ct (t) a (t-At)

AtS&t + At. Sa (t) + La~ Cot(t) (-4

C&t+At Ca(t) + 6aSc(t)

12)

The equation to be mechanized is

ii 0

Normal navigation outputs.
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This is the inverse of equations 8-2 and 8-2a. Both transfoma,-

tions are given in Appendix B, hence

v (t) X (7r/2) Z (IT/2) (a) vc (t)

or

V () 0 Sccc V1  t

svc (t) 00
The L::Jt (3

Tevalue of at above is cU(t).

13) Caiypute Gravity, Extrapolated to Mid-Comutation Cycle

The components of gravity in the computational frame at the mid-
ct At

point of the next computational cycle, g (t +- -), are required for
lb2

the velocity update on the next pass. Subroutine GRAV is entered with
+ At At

arguments -~t+ ) and (t + -. ), Equations 9-16 a, b, and c are
+ A 2A At

mechanized returning g (t + -) and sin L(t +

14) E2 pte.Extrapolated Angular Velocity

The angular velocity of the computational frame with respect to the
N tearth f ixed f rame Q (t + -), is computed for use in the upgraded estimates

of the Coriolis corrections, which follow,

The arguments supplied to subroutine ANGVEL are

At

S&(t + A

2 At
Am +

N t)

~ ~. 8-19



ANGVEL implements Equations 8-3 through 8-7.

15) Compute Extrapolated Coriolis Corrections

The Coriolis corrections for use in the next velocity update are

computed in subroutine TORCOR.

41 The arguments are:

4 At

A At
P (t +

ACl At
j!'J v (t +-)

Et2

The subroutine mechanizes Equations 8-8 through 8-11, and returns
A C'At
(W x v )At at (t + __), where w cor is given by Equation 8-10,

16) Reset Incremental VelocitvInpu

& The Av (t) received froin the velocity-attitude algorithm is reset

to zero and passed back to the V-A module.

This anticipates the case, which often occurs in practice, wherein

the velocity-attitude algorithmn is exercised several times for each pass

through the navigation algorithm.

'N
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17) Compute "Attitude" Matrix and Extract Attitude Angles

Using the DCM, or Ce: from the velocity attitude algorithm,and
c C'

or C ffrom the navigation aigorithm,the "attitude" matrix, S~ ise
formed:

(t) cc C (t) CL (t) (8-37)b e b

Equation 8-37 is developed and interpreted in Appendix B, where

the final result is

xiii
Cb Y OT/2) Z(~)~()~c)xr)(-8

Socos 
4 

c c

j c J-~co-c~pseso I - O-SPseco

C4 C 5  C DTEM in program mnemonics

From the above (the elements of the first row and column of )

the "attitude" angles are extracted, viz.

coso (c + C~) 1  (8-39)

if cosO is 0 then 0 + 90* and iw andc are indeterminate and the

previous values are output. otherwise,

Stank1 C4± (8-40)

ft * m~tan' 1 ( J(-1
\31

aQ tan"( ) (8-42)

Normal navigation outputs
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Finally, the true heading, is computed from

= - (8-43)

where a is obtained from eqruation 8-33 and the argument, t, has been

omitted for brevity in equations 8-38 through 8-43.

The Av (t) received from the velocity attitude algorithm is reset

to zero and passed back to the V-A module. The module operating time

is stored for output, then incremented for the next pass.

The nine stored (*) quantities and time are output to the evalua-

tion module, and the navigation module awaits the next pass.

Normal navigation outputs.

8-22
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SECTION 9

EVALUATION OF ERRORS

The evaluation Module (EVA) is the final, minor module of the

INSS. Its functions are

(a) To store the position, velocity, and attitude from the

trajectory module at the time of each navigation and

attitude computation cycles.

(b) To store the position, velocity, and attitude from the

navigation module after every navigation computation cycle.

(c) To output the trajectory data (50 points at a time) to the

trajectory data and output the resulting differences or errors

(50 points at a time) to the line printer and plot file.

The net result is a time history of the nominal trajectory, i.e.,

without any perturbations from the environment module, and an instantaneous

"error" time history. As presently structured, "errors" include the

effects of the linear and angular vibration on the simulated strapdown

navigator, but not on the nominal trajectory. This is an obvious defi-

ciency of the present program since the total effect of its vibration en-

vironment should be reflected in the position, velocity, and attitude,

comprising the nominal trajectory, as reported by EVrA.
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APPENDIX A

ROTATION MATRICES

A.1. Introducticn

A simple, compact, unambigiious notation describing transformation

from one orthogonal axis frame to another in terms of one or more single-

axis rotations is presented in this section.

* *\ ~IThe notation used in describing the vectors and the coordinates
(4)transformations is based on notation used by Britting. The defini-

tions and the notations presented in this Appendix are employed in

Appendix fl to describe the coordinate frames and transformations occur-

. ring in the INSS.

A..2 Single-Axis Rotations

,AA coordinate frame, i, is defined by specifying three orthogonal

unit vectors Xi, Yi, Zio which form a right-handed system, iLeo,

x *Y. ZiY Z i Xi i X
i Y. otYi~i z 0x Z oc

where '"W1 denotes the vector product and ~*~the scalar product of two

j vectors.

The "i is the shorthand name of the frame, and is one or more

numbers or letters, or some combination thereof. The practice of refer-

ring to the unit vectors defining a frame as i, jo k; u, ve w; .4# N, 0)

A-1
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A A A

X, Y, Z; etc. will not be used because there are too many frames and one

would soon run out of triples of letters for which the sequence is obvious.

Further, the existence of an X-axis, a Y-axis, and a Z-axis in each frame

is indispensable to the concept of single-axis rotations.

Consider two Cartesian coordinate frames with a common origin.

Denote the first frame by i and the second by J. Then the unit vectors

defining the two frames are Xi, Yi' Z, and Xj, Yj, Z If one axis of
j*

one frame coincides with the corresponding axis of the other frame, i.e.,

if
A A A A A

X ! X or Y =Y or Z =Z

then the transformation from one frame to the other is at most a single-

axis rotation. The axis which is common to the two frames is the axis

of rotation and tne angle between the corresponding non common axes is

the angle of rotation or argument. The sign of the angle of rotation is

positive if the non common axes of the first ("from") frame move in a

clockwise direction to bring themselves into coincidence with the cor-

responding axes of the second ("to" frame, looking in the positive direc-

tion along the common axis (right-hand screw rule).

(1) X- axis -Rotation, X_(x
A oA

If X X, the transformation is an X-axis rotation and if the
angle between Yi and Yj, and Zi and Zi, is a and if a is positive, then

transformation from i to j is written as X(a). This is illustrated in

Figure A-1.

The equations relating the unit vectors of the j frame axes to the

unit vectors of the i frame axes area

A X

Yj Cos a Yi + sin a Z

A A A

Z -sin e Yi + cos Zi
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or in matrix form

r r

Xj 1 0 0 X
A A

Y. 0 cos : sin I
A

V1j. 0 -sin a Cos a .Zi

i0 0
iX () 0 Cos U sin a

"10 
-sin Cos1

13 -

A / A

F igugr e A-1. Rotation about X-axils.

i'iil In this particular case, the roation from i to J, denoted by Cis X(OL).
" i It is often helpful to represent a number of single-axis rotations in a

:"::i isignal flow graph form as shown in Figure A-2.

-- ;"--: :i[iframe rotation frame
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The arrowhead indicates the "to" frame. changing the direction of

the arrow corresponds to changing the sign of the argument or transposing

the rotation matrix.

(2) Y-axis Rotation, Y(O)

Similarly, if Y = the transformation from the jframe to the k

frame is a Y-axis rotation. For a positive argument, ~,this is written

as Y($) and is illustrated in Figure A-3.

Cos ~ 0 -sin0

YA 0 0

Lsin 0 0Coa

ZI
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In the signal flow form we have for C. (see Figure A-4).

Figure A-4. Rotation about Y-axis flow diagram.

(3) Z-axis Rotation, Z

Finally, if Z Z. the transformation from the k~ frame to the
kc

X. frame, C. for apositive argument, y, is written as Z(y) and is

illustrated in Figure A-5.ICos Y sin y 01
Z(y) -sin y Cos y 0j

0 0 1 j

-Y-

k

F~igure A-S Rotation about Z-axis.

____ ____ ____ ___ ____ ____ ___A-5



In signal flow form we have for Ci (see Figure A-).

2 z

Figure A-6. Rotation about Z-axis flow diagram.

A.3 The General Rotation

A !If the three single-axis rotations are cascaded, the transformation

I
from the i frame to the k frame, Ci, may be written as

Ci =

= Zy) Y(a) X(0)

Note, that the subscripts cancel the superscripts from lower left

to upper right, leaving only the lower right subscript ("fro") and the

upper left superscript ("to"). This latter notation appears in Brittin4

The vector is designated by a small letter with one or more subscripts,

it required. The frame in which a vector is defined is denoted by a

superscript and transfo ing a vector v from the i fram to the t frame

is expressed as

SC i

For a vector with notation employing two subscripts* such as the angular
velocit, of the yh frame with repect to 1th frame exresed in the

th k
ktb frame P. expressed by , i"

several of these general rotation matrices occur in the simulation

andi mechanization of a strapdown INS. The requited transformations are

presented in Aprondix B.

A-B
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I ~ A prerequisite to establishing a simple, consistent set of single-

axis rotations relating the frames of interest is to define the coordinate

axes of one frame, and then relate the others to it via the appropriate

rotations.

t4
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APPL.ENDIX B

COORDINATE rRAMES AND TRANSFORMATIONS
AND THEIR USE IN THE INSS

B.1 Introduction

In any inertial navigation which provides position and velocity

with respect to the earth in a local geodetic vertical north pointing

(LVN) frame and the attitude (roll, pitch, and heading) of the vehicle

with respect to the same LVN frame, there are generally four fundamental

* coordinate frames of interest, namely:

1. The Platform Frame

* Defined by the input axes of the inertial sensors.

2. The Body (or Vehicle) Frame

* Defined by the longitudal, lateral and normal axes of

the vehicle.

3. The Local Vartical North Frame

* Defined by the local (geodetic) vertical, east (or west)

and north (or south) axes.

* Fixed with respect to the earth at a point below (or above)

the vehicle.
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4. The Inertial Reference Frame

* Defined by the earth's polar axis and the equatorial

plane (at the start of navigation).

* Nonrotating with respect to the celestial sphere.

Only the first of these fundamental coordinate frames, (1) , is a

function of the configuration and mechanization of the particular

terrestrial inertial navigator. In fact, the three classical mechani-

zations of an INS are based on the platform frame coinciding with one

of the three remaining fundarental coordinate frames. Thus, if the plat-

form frame coincides with the body frame, we have a strapdown system;

if the platform frame coincides with the local vertical north frame,

we have a local vertical system; if the platform frame coincides with

an inertial frame, we have a space stable system. The latter two types

imply stabilization of the platform or, in these cases, the stable element

by gimbals and control loops driven by gyro and other signals; the strap-

down system mounts the instrument cluster directly to the body. It is

this type of inertial measuring unit (IMU) which is considered in this

report.

B.2 Digrssion

An added complication has crept into the mechanization of strap-

down systems due to the fact that they were preceded chronologically by

4. local vertical systems. while local vertical systems work very well over

most of the earth's surface, both computational and physical problems

arise in the vicinity of the ouith's poles. The computational problem

occurs in the calculation of the longitude rate which is of the form{ : V /M cos L), whero V is the east velocity with respect to the earth,
iE ,

I is the radius of tho earth, and cos L is the cosine of the latitude.

As the latitude approaches 90 degrees (at the Ioles), cos L approachesI zero and the longitude computation blows up. The physical limitation

B-2
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axises in the computation of the azimuth gyro torquing command, i.e.,

the rate at which the platform must be rotated about a vertical axis to

maintain one of its level axes north. The torquing rate is of the form

((VE/R) tan L + wie sin L], where wie is the sidereal earth's rate,

R_ : and tan L and sin L are the tangent and sine of the latitude. Again,

as the latitude approaches 90 degrees, the torquing rate may approach

infinity. To circumvent these singularities, the local vertical wander

1torquing was reduced or eliminated by incorporating its effects in a

"wander" angle which becomes one of the Euler angles in a directionIcosine matrix (d.c.m.). Since a d.c.m. never becomes singular, the ex-

traction of latitude, longitude, and wander angle from the Euler angles

of the d.c.m. avoids the problem of the north-slaved, local vertical

mechanizati in. However, both the longitude and wander angles are in-

determinate at the poles.

The computational and physical limitations of a north-slaved,

local vertical system need not arise in strapdown (or space stable)

t syetem, since the gyros are not torqued to maintain a preferred orienta-

tion with respect to the earth. The IMU of a strapdown system outputsp incremental velocities and angles---the integrals of specific force and

angular velocity-in the body (platform) frame. Xf the incremental

velocity outputs are transformed to the inertial frame and integrated

using Cartesian coordinates, the position and velocity may be expressed

in geographic coordinates without resorting to the introduction of a

wander angle.

However, in the present simulation, the use of a LVWA computational

frame was specified by customer, so the incremental velocities in the

inertial frame are transformed to LVWA computational frame, where the

navigation algorithm appears the same as it would for a gimbaled, local
' vertical XHU---excspt th at tho gyro torquing signals become the matrix

.;!, i ltorquing signals for the inertial-to-LMA transformation.
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I
The purpose of this digression has been the explanation (if not

justification) of the introduction of an additional coordinate frame,

the LVWA computational frame. This frame coincides with the LVN frame

when the wander angle, a, is zero. When the nominally "north" axis

(for a = 0) is rotated to the west of true north, the wander angle is

positive.

B.3 The Simplest Case

If one were seeking the simplest mechanization of a strapdown

system for terrestrial navigation, there would be only three coordinate

frames of interest. They are as listed:

1. The platform (P), end body (b) (or vehicle) frame.

2. The local vertical north frame.

3. The inertial reference frame.

In Figure B-l, a gross "circle diagram" illustrates the three

coordinate frames of interest (denoted by the small circles), and the

intervening transformation (denoted by the rectangular boxes). The

circle diagram is a pictorial representation of the fact that the product

of the rotations around a closed path in the same sense is identity or

b 1' i'
C1  C, Cb I (l

With the direction of the rotations, as shown by Lhe arrowheads in

Figure B-1, which corresponds to premultiplying 11oth sides of Eq. B-1

by Cb', the attitude matrix, we have

cis cis C ~ C I (B32
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If the Z axis of the inertial refeience frame is defined to lie

along the earth's polar axis (EPA) wit, the positive end at the north

pole, and the X axis is defined by the intersection of the equatorial

plane and the meridian plane (obse.:ver's or Greenwich at time t = 0),

then the Y axis lies in the equacorial plane, 90 degrees east of observer's

or Greenwich at t = 0. This defines an earth-centered inertial (ECI)

reference frame for all t > 0. If the first definition is used, then the

longitude computed is the change in observer's longitude since t = 0,

and the observer's initial lo.agitude relative to the Greenwich meridian,

1 is simply an additive constant. Positive longitude, or change in

longitude , is to the east along the equator, i.e., it is a positive

rotation about the EPA. The rotation of the earth with respect to the

ECI frame, wit, is about the same axis and in the same sense as longi-

A tude.

Then, to define the location of a point on the earth, P, the

observer's location at time t, a rotation about an easterly axis parallel

to the eq.atorial plane, through the geodetic latitude, L, is required.

Since latitude is defined to be positive in the northern hemisphere,

the sense of the rotation is negative in the northern hemisphere.

* i.i In the compact notation of Appendix A, the transformation from the

* i inertial reference frame to the LVN frame (observer's position with

respect to the earth at time t), Ci,, is expressed as the product of

two single-axis rotationst

C if Y(-L)Z(i + w ie) (B-4)

The X, Y, Z axes of the LVN (L') frame previously defined are Up, East,

North, respectively.
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If the aircraft were headed north and the wings and nose were

level, all the attitude angles would be zero and the body frame would

coincide with the LVN frame. However, if the aircraft performs a

* climbing, right-hand turn, all three "attitude" angles (roll, *i

pitch, 6; heading, ) will assume positive values. The simplest

transformation from the UEN (LVN) frame to a body-fixed frame involves

three successive single-axis rotations through the heading, pitch, and

roll. They are as follows:

1. The first is a negative rotation about the X or "Up" axis of

the LVN frame through the heading angle, *; i.e., when 11 goes

positive, the nose of the aircraft is rotating from north to

the east. This rotation is denoted by X(- ) = X(*), where

the tilde (-) denotes the transpose.

2. The second is a positive rotation about the Y axis of the

intermediate frame (which is displaced from the UEN frame

*: by X(-t), i.e., the Y axis is East if P 0) through the

pitch angle, 0. When the pitch angle goes positive, the

nose is elevated above the horizontal plane. This rotation

is denoted by Y(O).

3. The third is a positive rotation about the forward-pointing,

longitudinal (Z) axis of the aircraft through the roll

angle, o. Roll is positive when the right wing dips below

the horizontal plane. This rotation is denoted by Z(O).

The complete UEN(LVN) to body transformation, C,,, is given by

.c', Z(OIY(0) X(- ) 1@-5)

Note that the X, Y, Z, "body" axes in this case are t "Up" through the

the canopy, and through the right wing, and forward through the nose,

respectively.
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The attitude angles as previously defined in Eq. (B-5) correspond

to those obtained from perfect angle encoders on an ideal, three-axis,

local vertical, north-slaved IMU, where the gimballing order, from the

outside in is roll, pitch, and azimuth. This gimbal arrangement is used

on cruise vehicles, where the pitch angle does not approach 90 degrees.

On tactical aircraft with all-attitude capabilities, a redundant, inner-

roll gimbal is added frequently with limited freedom--which drives the

outer-roll gimbal so as to maintain the inner-roll gimbal orthogonal to the

pitch gimbal (except during certain maneuvers). This gimbal arrangement

and the resulting "attitude" matrix is illustrated in Figure A-9 in

Section A.2 of Appendix A, Volume II.

In a strapdown system, the gyros are usually mounted with their

input axes along (or parallel to) the aircraft body axes. The gyros

J ; ideally sense the angular velocity of the body frame with respect to

the inertial frame, expressed in the body frame. The outputs of the

gyros represent the integrals of these angular velocities over a short

interval of time. So if the initial orientation of the body with respect

to the inertial frame, Cb, (O or C,(0j inertial-to-body, is known

and one properly keeps track of the changes in orientation with time,

then (t) is alwayu known.

Now, premultiplying Eq. (B-4% by Eq. (B-5) we havo

F. ..- bt bi V '
b 2'!: ci , c , let

. =Z(O)Y(O)X(-O)Y(-L)Z(Z +.w (B-6)

i'
Actually, the transpose of the matrix given in Eq. (8-6) or C is com-
puted in the "velocity-attitude* algorithm which colmputes (or can compute)

the inertial to local vertical transformation, C',. Then by premultiply-

ing the foxuer by the latter, we obtain tle "attitude" matrix, i.e.,

Ci' b (B-7)

B-8

A, ,- r ... .-.. .... . ., .



Since the form of Eq. (B-7) is known from Eq. (B-5), the attitude angles,

, 0, 4, may be extracted, as shown in Section A.4.4 of Appendix A,
Volume II. This simple case is illustrated in Figure B-2).

B.4 The Actual Case

The coordinate frames and transformations actually employed in
the INSS are considerably more complicated than the simple case just

V, presented. The complication arises due to the introduction of seven

additional single-axis rotations required to form the body-to-computational
ciframe transformation, C . Two of these additional rotations occur due
b-to the use of a LVWA computational frame, with the introduction of the

wander angle, a, which appears twice in the sequence, while the remaining
five are fixed rotations which occur in ones or twos to accommodate the
various definitions of local level or inertial frames which appear in the

different modules. The overall nominal body-to-computational frame circle
diagram is shown in Figure B-3.

Before discussing, this circle diagram in detail it may be instruc-

tive to examine C when all the variable angles, , 0, w'# L, t.
* and to t are zero, remom ering that in the simple case all the coordinate

I: frames would be coincid nt. This situation is depicted in Figure 8-4 whre
all the remaining six frames are regarded as LVN frames. Under these
circumstances five different LVN frames appear since the north, west,

up framo occurs twice.

In the Pigure B-4, , with all variable angles zero is given

0 0 3.

' jail variable 0 -1 0 Zb l angles zero

1 0 0
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C=2 e=i

ENU

NWU n EDN

X Yr -n/2 Z

NED toUEN
P = P0

-- b C Call angle variables : 0

NINU

Vol. II, App. B

Figure B-4. C' in INSS with all variable angles zero.
b

Hence, it requires a total of seven fixed, single-axis rotations to

complete the trip around the circle diagram when all the variable

angles are zero. With a little planning, all these rotations could

have been eliminated, as illustrated by the "Simplest Case"--or as

used in Reference 2.

In practice, it is common to encounter different definitions of

the same kind of coordinate frames, although seldom as extreme as

shown in Figure B-3.
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B.5 The LVWA (Computational)-to-Body Frame Transformation,
C or QBC

This transformation relates a wander azimuth, local vertical,

computational frame (corresponding to the stable element of a perfect

LVWA navigator) to the body f2ame. It is used in the interim trajectory

module as part of the transformaticns required to generate the incremental

velocities and angles which would be output by an ideal strapdown IMU.

It is expressed as the product of six single-axis rotations---three fixed,

and three variable:

b A
C X()X(4)Y()Z( w)X(I0)Z(,r/2)cw

where

= the roll (Euler) angle.

6 = the pitch (Euler) angle.

= the yaw (Euler) angle of the wander azimuth platform.

Performing the indicated operations, we have

"i 0 0 0 cO 0 -sO c w  SIP w 0 1 0 0 0 1 0

Cb = 0 -i 0 0 cO s 0 1 0 -S w Ciw 0 0 -1 0 -1 0 0
c L 0

LO 0 -1 0 -s4 c L s4 0 c . 0 0 1 0 0 - 0 0 1

cos w  ce Cw so

-SO SO S w - c C~w  -SO SO C~w + cO s~w  SO cOww

-cJ sO s w - SO s w  _cO so c w + SO SIP c ce

Lw w Iw wi

where

Ac = COS

A
s sin
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It should be noted that 3x3 matrices are handled in the program as nine

element vector (9x1), where the e ;nts are stated rowwise, i.e.

"Cl C1 Cl C1 C2 C3
C11 C12 C13 C1 C2 C3

Cb or QBC = C C C C C C
c 21 22 23 4 5, 6

C31 C32 C33 C7 C8 C9

or

TQBC = {CCCCCCCCC}
1 2 3 4 5 6 7 8 9

B.6 The Local Vertical North (LVN) to Local Vertical Wander
Azimuth (LVWA) Transformation, Cc or

This transformation relates an ENU (LVN) frame to an ideal LVWA

frame. It is a single axis rotation about the Up-axis through the

wander angle, a, which is positive when the Y-axis of the LVWA frame

is west of north.

[ca sa 0

c
C = Z() = -s ca 0

L 0 0 1

In the Interim Trajectory Module (ITM) the incremental velocities
(integrals of specific force) are generated in an East, North, Up (ENU),

Local Vertical, North-pointing (LVN) coordinate frame, then are trans-

formed to the body frame (which would be NWU if all the variable angles
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were zero). In the notation of the circle diagram, Figure B-3, this
b

transformation is denoted by C b However, as indicated in the heading,

the program mnemonic is QBP (P as is in perfect LVN).

b Cb  cC CZ

-b
The corresponding body frame specific force, a , is given by

-b b -Z
a C9 a

B.7 The Earth Fixed to LVN Transformation, CE or QPE

This transformation relates an earth-centered earth-fixed frame

with its Z and X axes in the equatorial plane, and its Y-axis along

the north earth's polar axis (EPA) to the perfect LVN frame with its

X, Y, and Z axes along E, N, U. It is the product of two single-axis

rotations, namely,

Z AC X (-L)Y(k)
o

H 0 0 Ic 0 st

0 cL -sL 0 0

0 sL cL -sk 0 CA

ce 0 sz

--sLst cL -sLcQ

CLSQ SL CLt
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B.8 "The Inertial" to Earth Fixed Transformation, C or QEI

This is the single-axis transformation that relates "the inertial"

frame to the earth-centered, earth-fixed frame. It is a position rota-

tion about the north EPA through an angle which is the product of the

earth's sidereal rate, wie' and the time in navigation, t. It is given

by

cW, jet 0.lc.e t Siet

Z A
C. = Z(Wiet) = -sw. t cW. t 01 ie Ie

0 0 i

The angular rate sensed by the gyros of a strapdown system is

that of the body with respect to the inertial frame expressed in the
-b

body frame, Wib" The output of the gyrcs of the SD IMU is the integral

of the aforementioned angular race, over some time interval, At, or

n- + At
jtni -4, (t)dt

n fib
in-i

To evaluate this integral, the produzt of all the four rotation matrices

is required; i.e., the transformation from the inertial frame to the

body frame at t and tn, cb~tn)', c(tn-l), where
n n-l i 1

cb bc ce
C, or QBI = C C e C
1 c e i

and

i bT -i
Cb = (C ]

4 B-16
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where the tilde (-) denotes the transpose, then the product of the

previous matrices

c b(tn) = Cb (tn) C
b(tn-1 ) Ii (tn1)

permits the evaluation of Tn , as indicated in Appendix C.n

B.9 The Inertial to "New" Earth-Fixed Transformation, C. or Q

In the earlier discussion of the various LVN frames, which could

be considered to be implied by the numerous fixed rotations, it was not

specifically noted that some of these frames arose due to two different

definitions of the "inertial" frame and the "earth-fixed" frame.

The velocity-attitude algorithm (module) in the INSS is responsible

for updating Cb on the basis of the TS's received from the gyro compensa-

tion module, so the AV's received from the accelerometer compensation

module may be transformed from the body frame to the inertial frame used

by the navigation algorithm (module). In addition, the velocity-attitude

algorithm must pass to the navigation algorithm the body-to-"new"-earth-9.'
fixed transformation, C , for use by the latter in the attitude compu-

b
tations.

The additional transformation involved in generating C b is Ce

where e' is the "new" earth-fixed frame, and i' is the "new" inertial

frame. These frames, i and e, and i' and e', coincide (in pairs) when

t = 0. The first pair is based on the X, Y, Z axes of the LVN frame

being along East, North, Up, respectively, while the second case assumes

the X, Y, Z axes of the LVN frame are along Up, East, North, respectively.

The two cases are illustrated in Figure B-S.
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NORTH "OLD" "NEW"
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A i

At =A0

= .. i900 E. LONGITUDE

EN -V

frame i'l is0 E. wher

Figure B-5.

The transformation from the "old" inertial frame, i, to the "new" inertial

1frame, i', is C. where

lC

it AC. = Z (-7r/2) X(-7T/2)

= Z (r/2) X(r/2)

From the "new" inertial frame to the "new" earth-fixed frame the trans-

formation, Ce , is simply

e' A
C. = Z(W. t)

- ie

B-1 8



Finally, the required transformation from the inertial to "new" earth-

fixed frame, Ce'C. ' is given by

I 1
Cii = ei Cl

= Z(W. t)Z(ir/2)X(n/2)ie

c ie t swie t 0 0 -1 0" 1 0 0"

-sw. t c. t 0 1 0 0 o 0 -1ir le

c 0 i 0 0 1i 1 0

suw. t 0 CWi. tI;le ie

cW. t 0 -sw. t;::le le

iie.~0 1 0

II B.10 The ("New") Earth-Fixed to ("New") Computational (LVWA)
Frame Transformation, Cc: or AT or A

el
This transformation (or its transpose) is loosely and generally

referred to as "the direction cosine matrix", or d.c.m., in inertial

navigation systems employing a LVWA navigation algorithm for the simple

reason that it may be the only rotation matrix or d.c.m. occurring in

k, the navigation software for a gimballed, LVWA INS.

The elements of C, are the repository for the earth-relative

position (latitude and longitude and wander angle) which are the three

Euler angles relating the "new" earth-fixed frame, e', to the "new"

computational frame, C'. Cc is given by

el
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F' !

cc: or A X(a)Y(-L)Z(£)

- X(c)Y(L)Z(Z)

1 0 L 0 sL c2. sP 0

0 ca sa 0 1 0 ,st c2 0

0 -s5 ca IL-SL 0 CL a0 0 1

r cLck I cLs9 ZII 1
rJ

I I-cast. - sasL9oct .- sa~2 sC

sass - casLck -sc2 - casLs IccL J

rA A A11A1l 21 311

A 12 A22 A32

LA13  A23 A33]

where

a = the wander angle positive to the west of north

L = the geodetic latitude positive in the northern hemisphere

k - the geodetic longitude positive to the east of Greenwich

From the elements of A, position and wander angle are obtained from the

following relationships

-1 A32A3 3

A
- 21

k. tan A 1
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1 -'
L sin (A

31

-tan
1  A 1

( A
- tan - +

2 2 2 2Note that a and £ are indeterminate if A + A = A + A = 0,
11 21 32 33

i.e., for CL = 0 or L = ±900.

B.11 The "Attitude" Matrix or Body to "New" Computational
Frame Transformation, Cc'or DTEM

This transformation relates the body frame to the "new" LVWA

computational frame employed in the navigation algorithm. By the

appropriate inverse trigonometric relationships, the "attitude" of the

vehicle (body) is extracted. "Attitude" included roll, pitch, and yaw.

The latter must be corrected by the wander angle to provide the "true"

heading.

In the INSS, Cb is formed as the product of % from the velocity-.c '
attitude algorithm, and Ce from the navigation algorithm, or

c'e

C 

This looks simple enough until one reexamines the circle diagram,
C'

Figure B-3, and notes that Cb  involves 16 single-axis rotations and
8 variable rotations through a, L, £, w t (each of the latter 4 argu-

ments appearing twice). One would expect that the eight aforementioned

variable rotations would "cancel" out in pairs, leaving the resultant

purely a function of the three attitude angles, 0w ,, and 0, with suit-
*w

S .able rearrangement due to the fixed rotations.
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F-

In the "simplest" case, shown in Figure B-2, one can see by

iftspection that this is the case, but in Figure B-3, it is not so ob-

vious that

C = F( w, 0, 6 )
bw

Letting A = t + w. t and tilde (G) denote transpose C may be writtenle b
as

Cb  c- Ccc
C -l C Cb

b c b

where

C Zi/2) X (7r) Z(wy(8) X (W) Xcb

and

C X()Y(L)z(A)Z(w/2)X(n/2)Y(A)X(L)Z(a)

It may be shown by expanding C
c ', as indicated by the successive brackets,
c

that only the fixed rotations survive, and

Cc  = Z (i/2) X(w/2)
c

Hence

C = Z ,/2) X (/2)Z(/2) X (T) Z 4w) Y (8) X () X ()
b-

B- 22



Expanding the four fixed rotations which are adjacent 
to one another, CC

we have 
0

cl
C = Z(2/2)X)(/2)Z(/2)X(7r) = Y (r/2)

0

The final form of the "attitude" matrix, Cb , isb 'i

C = Y ( ,,2) Z ( w) Y (0) X () X (0)

-0 0 -l" Cw -S*w 0" co 0 SO 7 0 0 1 0 O"b w

0 0 Sew c w 0 0 1 0 0 c¢ -s* -1 0

cL. 0 I 1 r-s 0 ce F 0 o co 0 -I

se I ces I COCO

w I II

SCO I -Cwc - ScwSeso IC0wsc - ScwSeco

= Ic lcP~ I~~:

CCw1C 12 SC 1- CeS 1 -eS C C¢

C 21 C 22 C 23 > C 4  C 5  C 6

LC31 C 32 C 33J C7  CB C9]

c'
The elements of Cb  are stored as a vector by rows--as indicated by the

Ci (not the same Ci as upcd earlier).
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Rl, pitch, and yaw are obtained from the elements of the first row

and column of Cbnamely

i =tan- (,A
1c 7,

0 sin (C)

2c 2
2l 2

tan- _ __ _

wV 2 32

B.12 True Headinq,

Xt may be shown that the true heading, iis the difference be-

tween the yaw,# and the wander angle, a, -.e'r

OW *-
w

In~ the mechanitation, the position and wander angle are extracted before

the, "attitude" angles, so the current value of at is available when required.
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B.1.3 The "Wander Angle Matrix", or "New" LVWA C2mutational
Frame to LVN (UEN) Frame Transformation, CX"

This single-axis transformation is used to rotate the computational

frame velocity to an LVN frame. It is given by

1 0 0

C X(-C) = X(a) 0 ca -sa

0 s o ca

and its uses is

z9 t' c'
V = Co V

B.14 Other Transformations

Another fixed-angle transformation is employed to express the LVN

velocity in the ENU frame, when it is given in the UEN frame. The

transformation is C and is given by

20 10

C2. X(ir/2)Z(lr/2) 0 0 1

-1 0 j

and its use is

v = ca v

or

v v

v zv t
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This latter form is, of course, the acme of simplicity to code,

but it is a frequent source of trouble in interpretation.

If nothing else, the presence of so many redundant transforma-

tions points up a very real problem in systems integration, where

multiply-defined, similar, coordinate frames are almost certain to

occur. The construction and use of the appropriate circle diagram(s)

is recommended in these instances.
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APPENDIX C

ROTATION MATRIX IN TERMS OF AXIS AND ANGLE OF ROTATION

A direction cosine matrix (or rotation matrix) is unique, its

interpretation is variable. As the first name implies, the direction

cosine matrix is a 3x3 array, the rows or columns of which are the

direction cosines of the axes of one orthogonal frame in another. The

rotation matrix may arise in the case where a vector is rotated about

a line, i.e., a unit vector with direction cosines in the "body" frame

of nI , n2, n3, through an angle 8.

In this case, the rotation matrix from the new body frame to the

old (before the rotation) body frame, R(G), is given by (3)

R =I + N sin 8 + N2 (1 - cos 8)

where
0 -n 3  n2 .

N H n3  0 -n1

Ln 2  n I1 0

and

2 2 2
nI + n2 + n3  = 

C-1



Another equivalent expression for R is

2

0 3 n in2 n 1 1n 2 n 1n 3 1co

R I cos 0+ n -n1  si2 23 nCs

I 2
-a U 0 n n3  n n n3L2 2

The direction cosines of the axis of rotation n,, n 2  n3, may equally

well be expres.9ed in ter=s of the components of the angle of rotation,

0,.along the axces of the coord1inate frame, as

01

82

0,

0 0 -93

0 -0
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and

2 200
*(2 +3~ 1 2 1 3

2 12 2
N - 2 00 (0 + e2 0 02 1 2 3 1 2 3

00 00 2 ~2)
1 3 2 3 1 2

and R becomes
(01 2.e)9 12e

3) Ci-os ) -- 3 e.-01 ae (102sin 6+ !301(1-o0

e2.- 2Cos 0) (1Cos )0 -si C + -!WoS )

0 2 3010 00 (2 02
0 i2 + _a i, 1 0 + e2e3  os 40)e CI-c) os 0)

*one should bear in m~ind- that any rotati.on matrix muay be considered to

have the form -of R-(it is not :limited to small values of 0) although

the simplifications and approximations which are reasonable; and as0
2becomes smaller, are evident. if terms on the order of a are

negligible then

1 3 02

R1..2 6 1 10

2 1

2
a ixce 1 CosO*-* 0g -1 -

0 6
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In general, given R, the angles 01 2 3 are extracted as follows

r r32 31 e
2 10e

r -3 r 31 e sin 6

2 2 0

r21 r12 sin 6
2 . 3~ 0

Squaring the above three equations and adding gives

2 2 2 L sin 2 2
1 2 3 62

4 1 From this define

sin 0 + 4i12 0

and hence

0e sin 1  (sin 0)

if an inverse sine routine is not available or convenient, the trace

of R1 on the sum of the diagonal elements is used to define cos, 8,

namely,

r +1 r 22 r 33 TrR 1+2 cos e

hence.

cos 0*(TrR - 1) /2
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and the inverse tangent routine may be used to evaluate 0. Note that

there is no loss of generality in assuming the positive sign for

/Sin2 0, since a change of sign here would be reflected in the signs

of 01, 82t and 031 effectively flipping the axis of rotation and the

sense of the angle of rotation simultaneously. I

This interpretation of a rotation matrix is used to generate the

incremental angles which would be output by ideal single-degree-of-i
freedom gyros in a strapdown system, at t where the values of Cb

nb
are given at tn and tn - At. In reference (3), the procedure described

n~b (n)
above is used, but the INSS simply forms the product matrix 

C b( as
p b (o) a

b(n) = b(n) C T cb(n) i RT

b(o) 1 b(o)

where

n - nAt, 0 + (n - l)At

Then, three off-diagonal elements are extracted and divided by At, and
th

the resultants are called the average angular rates over the n com-

putation cycle. In addition to the scaling error of 2/6, this method

also has additive errors in 0. of 0.K /2.
1 )jK

C.l Relationship Between a Rotation Matrix and a Unit
Quaternion

The general rotation matrix, R, shown in expanded form in

Eq. (3- ), may equally well be expressed exlicitly in terms of the

direction cosines of the axis of rotation, ni, n2, and n3, and of

trigonometric functions of the half angle of rotation, 8/2.

Using the half-angle trigonometric identities

o 0 0 0
sin 0 = 2 sin - cos2 s- c

2 2 2 2

1 - cos 0 2 sin - 2 s 2-
2 2
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and

0 A / l, e e2/e n n /e n3 n2 + +n - 1

and substituting the above into the expression for R,. we have

K 2 2000
1- (n2 +n) -n 3 (2 s -c n 2 (2 9 c

2 3 3 2 e(s--

(2 82 nn)2 2 ) + n nI (2 s )

2 12 2 2 e

n 0 1- (n + nl)(2 s2  -n(2 s c

• + nln2 (2 s20 + n n (2 s2O)

-n (2 s n (2 s 2 - (n2 +n 2)(2 2 e

2~~ 2 1 212
I !+ nnl2 s2 2 6

L + n 3n31(2 s+n2n3( 2 a

.. Noting from Reference (3) that the four elements of a unit quaternion,

q, may be expressed as

0 0

q n sin ns

q2 2  2 2 2

q n3 sin n
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R may be written in terms of the elements of the unit quaternion as

2 2
L 1 2(q 2 + q 3  2(q 1q 2  q q3q 0  2(q 3q 1 +q2q0

R~ 2(qq 0  q qq) 1 -2(q~ + q) 2(q q3  qoql) =~

l~r r + l+ R 2 2 2

21 2 33 2 (- 1 q2 q)

2 2r3  2 22 )/

qO V~'1 - r)/4 q

q3  (r2  r r1 )/4

Both the above conversions are emnployed in the Velocity Attitude algorithm
when a quaternion update algorithm is used.
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APPENDIX D

INERTIAL COMPONENT ORIENTATION

D.1 Introduction

Given the body (or vehicle) frame, defined by Y, Zb' h' e

(nominal) inertial component frames are defined such that the input

axes of one inertial component case of each kind lies along (or paral-

lel to) one of the body axes. Hence the X-gyro or accelerometer input

axis is nominally aligned parallel to the X-body axis, and similarly

for tAe other inertial components. If the further (and usual) con-

straint- that the remaining two axes of each inertial component be

.. aligned parallel to the remaining two body axes-is applied, then

! ithere are four possible, nominal orientations of each single-degree-of-

frredom inertial component. The varticular orientations chosen are

generally predicated on an attempt to minimize tm degradation in

component performance in the anticipated vehiclo environment, bearing

in raind that calibration is usually performed in a one g field. To

Z.take one simple oxample: if a gyro has a large, unstable, g or g de-

pendent, torque coefficient which is forced by acceleration (or accel-
eration squared) a e.. in referonca axis (SRA). and the gyro is

to be used ii| an aircraft inertial navigator, then the first choice for

the orientation of tho gyro SRA would be along the lateral or Y-axis of

the aircraft since there is normally negligible accleration along this

axis. The second choice would be along the longitudinal or X-axis of

the aircraft where there is minimal or only transient acceleration.

The final choice of inertial component orientation will be a compromise

based cu several similar considerations.
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The default orientation of the inertial components appearing in

the simulation is illustrated in Figure D-l, where one inertial compo-

nent of each kind has its input axis parallel to one positive body axis.

D.2 X-inertial Component Orientation

The gyro or accelerometer orientatio with respect to the body

frame is specified by a rotation matrix, QGBX or QABX, in the program

mnemonics, where the default value is:

1 0 0j
QGBX or QABX X(E) 0 1

In general, the nominal orientations for the X-gyro or accelero=-
eter are:•

QGBX or QABX X( L), k 0, 1 , 3

If one wishes to spocify infinitesimal misalignments of the input axis
(IA) of the particular X inertial component, Ix, with respect to the

body frame, these may be represented by the emall angles, 0 or y'

about the Y and Z-body axes. The resulting transformation from the body
tr'am to the slightly misaligned X-inertial omponent f'a is given byz

QG X or QABX = (X ) z (yx)

where Y (0 ) aid z(Y ) denote infinitesimal rotations about the Y and Z

body axes respectively and are

it(x) (a Q{) IA<l 0  10

0-2
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and

L. 0

Since x and yx are small--on the order of a nilliradian or less--their
products may be neglected for the anticipated applications, and the

product of the two may be considered to be multiplicatively commuta-

tives i.e.*

X x
Y(0z (Y Z (Y Y3 -Y 1 0C x CY C y C x L : ]0x  1

The general transformation from the body frama ko the X inertial

compoilent frame is

1 . I' -BE
x ~ I

L2.. )y(L -S() I OV

For the default value (kal) of t1to X ietrtial componant orienta-

tion
x. •

(k 0 1

of course, 8 id y wybe different for the X-yyro than for the X-

accelerometer. .isalignmont about the input axis, which would be de-

noted by a in this case, is never comidrd in pearce.
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D.3 Y-inertial Component Orientation

The V-gyro or accelerometer orientation with respect to the body

frame is specified by a rotation matrix, QGBY or QABY, in the program

mnemoni, where the default value is:

QGBY or QABY X (10) 1(0 )
L0 0 Ki1

In general, the nominal orientation for the V-gyro or accelerom-

eter is;

QGBY or "2Y X(I-!) Z(!). k 0, 1, 2, 3

Infinitesimal misalignmonts of the XA of the particular 'i-inertial

component, ly, with respect to the body frame# may be resprosented by

small angles, Y and %,,# about ;he Z and X-body axes respectively. The
y

resulting transformation from the body frame to the slightly misaligned

V-inertial componont frame ist

QGOV or VAS ()~ (Y) XC ((

W where Ze (Y and X Cx denote infinitoei~al rotation about the Z andLy
X-body alas rospeatively and are:s

1 0

XCC 0* jc1 q

11 Lll y I



The general transformation from the body frame to the Y-inertial

... component frame is;

Y-Y
" :' y Cy

QABY or QGBY -C SI")-i (Yc~(~) :~~ )

(km 2) S(IT C(kr!9Q C('.j c(~)2 ,T, ) 22 C k

For the default value (k * 2) of the Y-inertial component orienta-

tion

QAD or-QGY 0

_,+.--: :0 .al, "

0.4 Z-inertial Component Orientation

:"it-illy, the Z-gyo or" aelerometor orientation witi raspect to
I the body frae is apecifted by a rotation matrix, QQ3Z or QABZ, in the

"pogram :wnics, whor -the dotfItt value is.

QGBZ or QAJIZ U ( ! v. iax.l t. i! ..

•"0 1 .0 •

In general, the nominal orientations for the Z-gyr-o or accelerom-

*tet are;

QGZ OrQABZs k"t~ Y ; , k -0, 1, 2, 3

I.
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Infinitesimal misal ignments of the !A of the particular Z-inertial

component, IZO with respect to the body fram may be represented by

the small angles; a and~ about the X and Y body axes respectively.z
The resulting transformation from the body frame to the slightly mis-

aligned Z-inertial component fram is.

QGBZ or QABZ X 2 Vy XI;(II)Y: 0.

where, as before

[1 0

xL (Ms Yr (ad) Yr (By X(ad 1 1

I -Bz

1kn'
12ABZ or QQZ a--(~ C (t aQ )+ 0. 5(1

Is(~ S(:)+.0 ~

F~or the default value (k -3) of the Z-inertial comp~onent Otionta

tion I. ~ ~ i

Q= 3or2G 0I
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D.5 Insertion of Inertial Component Orientation

Each element of each inertial component alignment matrix must be

input in both the inertial component mod-le and the corresponding

compensation module. It should be reiterated that elements of these

matrices are entored row-wise, not columnwise; for instance, if QABZ,

using the default nominal orientation and the infinitesimal misalign-

ments, were being input the sequence would be:

az ' I i it ,O -a z,  of 1, z

D.6 Component Misalignments and Nonorthogonalities

In each of the gyro and accelerometer compensation moduLos, there

is a provision for an additional misalignment matrix, QMIS. This

matrix, which must be entered by the user as a nine element vector, is

used to transform the compensated AVal and A__s from the accelero-

meter or gyro input axes to the body frame. (One should note that

QBAX in the accelerometer module is the same as QABX in the accelero-

meter compensation module except for misalignment errors, i.e. one is

not supposed to be the inverse of the other). The nine elements of

QMIS in the accelerometer compensation module are formed from the

elements of the first rows of each of QABX, QAB , and QABZ with the

signs of the infinitesimal misalignments reversed, i.e.,

y y a
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QABX -QABX 2  -QABX 3

-QABY QABY2  -QABY]

-QABZ1  -QABZ2  QABZ 3J

Of course, the diagonal elements of QMIS are all unity. QMIS is the

"first order inverse" of the nonorthoqonal transformation from the body

frame to the input axes of the accelerometer triad. Shortening QMIS to

Q, the following identity holds:

- 2

2' - x 'y z + x

1 :+2:;:2 -a + Symmetric

2 -y 
y z

+ + 2z x y z

+0 -(Y x 4- yy) Iz + 8x

1 Yx + Yy 0 -(ay + az) Skew

2 Symmetric
L(1 z + Bx )  Y + (I 0

The off diagonal element of the symmetric portion of Q represent the

component non orthoqonalitios. The skew symmetric portion of Q repre-

sents the rotational misalignment of the orthoqonalized triads.

It should be noted that the a's, s's, and y'., do not necessarily

imply the existence of component alignmcnt; only when the values of x

and 8 in QA3BX, for instance, do not coincide with the correspondingX

values in QBAX do actual (first order) errors in alignment of the X

accelorometer propagate into system errors.
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The form of the component misalignments used throughout the INSS

do imply the existence of independent means of establishing the 'body'

frame. This in turn implies the existence ot optical cubes, one of

which defines the "body" frame fixed in the inertial component cluster.

As it stands, it is evident that the user must exercise great

care in settinq up a desired set of oyro and accelerometer nonortho-

gonalities and rotational misalignments.
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